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Developments in Blood Perfusion
Measurements Using the Forced
Convection Approach
This paper reports on an investigation into the relationship between blood perfusion in
the tissues of the limbs and thermal measurements at the skin surface during cooling
under an array of impinging air jets. The technique is known as the forced convection
approach. The objective was to address a number of the simplifying assumptions made in
previous studies in order to establish the feasibility of measuring perfusion using this
technique. The study is concerned with investigating the thermal aspects rather than the
physiological reasons for a given perfusion measurement. Advances from previous studies
are made in the area of modeling where magnetic resonance imaging scans of the test
subject’s leg are used to develop more physiologically realistic models. A new technique
is then outlined to simultaneously assess skin and muscle perfusion from one noninvasive
test at the skin surface. It is established that the sensitivity of the forced convection
approach, when based on surface temperature measurements, is not high enough to allow
an accurate determination of perfusion. Future work will use nonbiological mock-ups to
investigate the capabilities of the method proposed for measuring skin and muscle per-
fusion simultaneously. If this testing is successful, a study will be conducted on the
application of this approach to other thermal perfusion measurement techniques.
�DOI: 10.1115/1.2944251�

Keywords: blood perfusion, forced convection, bioheat transfer
Background of Perfusion Measurement

Blood perfusion ��� is defined as the volumetric flow rate of
lood through a given volume of tissue. Li et al. �1� noted that,
espite its clinical significance, there is still no ideal method of
easurement. Blood perfusion is an important medical parameter

n a wide variety of clinical conditions, such as peripheral vascu-
ar disease, diabetic arthropathy, Raynaud’s syndrome, and Buerg-
r’s disease. It is also useful in the diagnosis and treatment of
ancer, as an aid to decision making in surgery, in the transdermal
dministration of drugs, and in the evaluation of statin treatments.

There is a range of methods in existence for measuring perfu-
ion including those based on laser Doppler devices, plethysmo-
raphic equipment, and even radioactive tracers. However, all of
hese methods have associated disadvantages such as high cost,
mpracticality, or an inability to deliver absolute measurements. In
ddition to this, there are potential thermal methods, which offer
he possibility of low cost and greater accuracy. This category
ncludes techniques which either heat or cool the skin. Anderson
t al. �2� and Newman et al. �3� investigated the thermal diffusion
ethod, which requires a heated thermistor to be inserted into the

kin. The rate of heat dissipation is then related to perfusion. Liu
t al. �4� investigated applying a sinusoidally varying heat source
o the skin; the phase shift between the skin temperature and the
pplied heating signal is then related to perfusion. The disadvan-
age of heating methods is that there is a risk of damaging the
issue if too much heat is applied. There are also methods based
n cooling, which use either constant temperature cooling devices,
s studied by Wilson and Spence �5�, or apply a constant cooling
ater or air flow rate as investigated by a number of researchers at
irginia Polytechnic Institute and State University �Virginia
ech�, namely, Michener et al. �6�, O’Reilly et al. �7�, and Scott et

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 31, 2007; final manuscript received
ecember 21, 2007; published online July 14, 2008. Review conducted by Bengt

unden.

ournal of Heat Transfer Copyright © 20
al. �8,9�. These are known variously as the induced cooling
method and the forced convection approach. The forced convec-
tion approach allows for greater control over the degree of cooling
through simple alteration of the cooling air flow rate. O’Reilly et
al. �7� noted it to be inherently safe, easy to operate, and no more
restrictive to a patient than a standard electrode.

1.1 Objectives. The objective of this work was to investigate
the capabilities of the forced convection approach as a practical
perfusion measurement tool by improving the measurement and
modeling methodologies and building on the work of previous
researchers. Perfusion depends on a variety of factors, such as
heart rate, skin temperature, blood pressure, hormonal levels, and
demands from other organs. It is not the aim of this study to
ascribe the measured perfusion level to any particular factor as
listed above �other than ambient temperature�. Testing was con-
ducted on healthy candidates and physiological variation was
minimized as much as practically possible. The only variable that
is deliberately altered to provoke a change in the perfusion level is
the ambient temperature as this is well known to have a significant
and predictable effect.

1.2 Forced Convection Approach to Blood Perfusion
Measurement. Much of the research done to date on the forced
convection approach to perfusion measurement has been con-
ducted at Virginia Tech. Michener et al. �6� developed a “perfu-
sion probe” to apply a localized cooling load to the skin of the
forearm. The perfusion probe was developed over the course of
further studies by O’Reilly et al. �7� and Scott et al. �8,9�. The
cooling load applied to the arm results in a drop in temperature of
the underlying tissues. A numerical model of the process is used to
estimate the value of perfusion. This is achieved by varying the
level of perfusion in the numerical model until the numerical and
experimental heat fluxes and temperature responses matched those
from the experimental test. Values of heat flux were used as the
primary diagnostic index. Fundamental to this approach is the
requirement to accurately model the heat transfer processes in the

tissue. The model chosen was Pennes 1948 �10� bioheat equation,

SEPTEMBER 2008, Vol. 130 / 091101-108 by ASME
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escribed in more details in the next section. The work carried out
n Virginia Tech showed the level of perfusion in the tissue to
ffect the rate of temperature decay, i.e., the greater the perfusion
evel, the less rapid the decay in temperature on cooling of the
kin surface by the perfusion probe.

1.3 Pennes Bioheat Equation. To date, Pennes �10� bioheat
quation is the most established and widely used bioheat model

��C�t
�Tt

�t
= kt�

2T + ��C��b�Ta − Tv� + q̇meta �1�

here T is the temperature, � the density, C the specific heat, k the
hermal conductivity, and � the blood perfusion. Subscripts t, b, a,
nd v refer, respectively, to the tissue, the blood, the arterial
lood, and the venous blood. This equation represents an energy
alance within the tissue. The left hand term accounts for the rate
f change in the thermal energy of the tissue; the terms on the
ight account for the heat transfer due to conduction through the
issue, convective heat transfer due to perfusion, and internal heat
eneration due to metabolism, respectively. Since Pennes’ �10�
aper was published, a number of the assumptions made in the
erivation of the bioheat equation have been shown to be incor-
ect. Two areas, which have received particular criticism, are the
ssumptions that the capillaries are the principal sites for thermal
quilibrating of the warm arterial blood with tissue temperature
nd that the blood in the venous system is at the tissue tempera-
ure. Chen and Holmes �11� analyzed the length required for blood
n vessels of different calibers to reach equilibrium with tissue
emperature. From this, they concluded that the arterial blood
quilibrates with tissue temperature in vessels with diameters
anging from 0.2 mm to 0.5 mm. However, as these vessels are
till relatively numerous, the use of an isotropic perfusion term is
easonable.

Mitchell and Myers �12� and Keller and Seiler �13� showed that
he venous blood is rewarmed by countercurrently running arterial
essels. These realizations led to the development of a number of
ore physiologically realistic models by a series of researchers

ncluding Roemer and Dutton �14�, Chen and Holmes �11�, and
einbaum et al. �15�. However, these models either require large

mounts of anatomical data, which are not generally applicable, or
heir complicated formulations make them intractable. This en-
ouraged a trend for the development of simpler bioheat formula-
ions, which use Pennes’ equation while incorporating a correction
actor to account for countercurrent rewarming of blood in the
enous system. Brink and Werner �16,17� and Weinbaum et al.
18� are among those who have proposed such models. In fact,
ennes �10� included such a correction factor �kpen� in his original
ormulation to account for incomplete heat exchange between the
lood vessels and tissue. This can be seen in Eq. �2�. However, he
ssumed this term to be equal to zero and so it is not included in
he standard expression, represented by Eq. �1�

˙

Fig. 1 Exploded view
qper = ��C��t�k − 1��Tv − Ta� �2�

91101-2 / Vol. 130, SEPTEMBER 2008
1.4 Focus of Present Study. Although the choice of Pennes
�10� model for bioheat transfer is appropriate, a number of the
simplifications made in the application of the model warrant at-
tention. Thus, previous studies have not accounted for countercur-
rent rewarming of the blood in the venous system and have as-
sumed the perfusion levels and thermal properties of the various
tissues to be isotropic. In addition, a modeling plane running lon-
gitudinally along the arm has been used; this requires the applica-
tion of an internal temperature boundary condition, which is im-
possible to specify accurately using surface temperature
measurements. These are clearly significant issues and must be
addressed in order to determine whether the forced convection
method may be used for perfusion estimation in the limbs.

The focus of the present work has three complementary strands:

1. Optimization of test procedure

• to address some practical issues with regard to the design
of the perfusion measurement device

• testing on the leg rather than the arm

2. Improvement in numerical modeling

• Modeling on a transverse cross section to remove the
uncertainty associated with the estimation of the internal
boundary temperature

• the application of finite element techniques in conjunc-
tion with the use of magnetic resonance imaging �MRI�
scans of a test subject’s limb to develop a geometrically
realistic model with the various tissues represented �see
Fig. 2�

3. Investigation of a method for determination of muscle and
skin perfusion from surface thermal measurements

2 Experimental Testing
This section addresses the refinement of the experimental pro-

cedure, together with a description of the experimental setup and
an outline of the experimental procedures.

2.1 Advances in the Experimental Test Procedure. Unlike
previous studies, testing was conducted on the lower leg rather
than the forearm. One reason for this is the natural test orientation
for the limb. Thus, the most natural mode of testing on the leg is
from a seated position with the lower leg vertical, whereas the
forearm is generally supported in a horizontal position. The sig-
nificance of this is that the horizontal orientation necessitates the
inclusion of a circumferentially varying convective boundary con-
dition in the numerical model. In contrast, the vertically supported
leg has uniform convective boundary conditions.

2.2 Experimental Setup. A perfusion measurement device
identical in operating principle and similar in design to the probe
used by O’Reilly et al. �7� was designed and manufactured. This is

compressed air probe
of
shown in Fig. 1.
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Compressed air enters a mixing chamber before passing
hrough an array of holes in the bottom of the chamber; this gives
ise to a series of jets, which are directed at the skin surface. To
nsure uniform cooling of the skin, the probe was designed with a
reater open flow area than previous probe designs. Thus, there
re 45 jets of 0.4 mm diameter spaced at 3.13 mm intervals in a
ectangular matrix. The ratio of plate spacing to jet diameter was
xed at 6.5, which extends just past the potential core length and
as shown by Ashforth-Frost and Jambunathan �19� to yield the
aximum convective cooling effect. An initial probe design for

his study used a copper base plate onto which the heat flux sensor
as mounted. When using the plate, there is significant contact

esistance between the sensor and the skin due to inconsistent
late pressure. Therefore, an alternative approach was used where
he heat flux and temperature sensors were attached to the skin
urface using double sided tape. As the sensors were held firmly
gainst the surface, the contact resistance was minimal and con-
tant over the cooling area. The total insulating effect due to the
ontact resistance and thermal resistance of the adhesive tape and
ensors was reflected in a slight drop in the measured convective
eat transfer coefficient that could be offset by increasing slightly
he cooling air flow rate.

A National Instruments 16 bit data acquisition card is used in
onjunction with a LABVIEW program to record the surface heat
ux, skin temperature, ambient temperature, and cooling air tem-
erature. An RdF microfoil heat flux sensor �27036-3� was em-
loyed with an amplification factor of 1000. Betatherm ther-
istors �10K3A1B� were used for all the temperature
easurements. All sensors used were calibrated to ASME stan-

ards. The precision uncertainty associated with the thermistors
as found to be �0.1°C. Full calibration details are included in
icholson �20�.

2.3 Test Procedure. The experimental testing contains two
arts, a free convection test to record parameters before cooling,
ollowed by the forced convection part of the test. The test proce-
ure is as follows. First, the test location, on the lateral side of the
eg, at a defined height up from the ankle and at a specific circum-
erential location, must be marked accurately so as to correlate
ell with the geometry in the numerical model. Before a test
egins, the candidate sits at rest for a period of 15 min with the
eg uncovered. This is to allow it to equilibrate with the ambient
nvironment in order to give a true steady state temperature mea-
urement. After this time, double sided tape is placed over the
ntire measurement area. The heat flux sensor and thermistor are
hen attached to the outer surface of the tape. �The heat flux sensor
s used to calculate a value for the convective heat transfer coef-
cient during testing.� The thermistor is placed alongside the heat
ux sensor, in the center of the cooling region. The LABVIEW

rogram is started and begins acquiring and logging the surface
eat flux, skin temperature, ambient temperature, and cooling air
emperature. Once it has been established that steady state condi-
ions prevail, the forced convection part of the test may begin.

The probe, with a preset air flow rate specifically designed to
ive a desired heat transfer coefficient, is then held against the leg
or the allotted time period, after which time the probe is removed
nd measurement of heat flux and temperatures ceases.

Numerical Solution Method
Previous studies �6,7� used a finite difference model with a
esh running longitudinally down the limb, requiring a constant

oundary temperature to be estimated at the bottom of the mesh,
.e., at the center of the limb. The approach used here is to model
n a plane perpendicular to the central axis of the limb as it
emoves the uncertainty associated with estimation of the internal
rm temperature. The finite element package COMSOL MULTIPHYS-

CS was chosen because it incorporates a specific module for the
ioheat equation and because it can handle complex geometries.

he first step was to generate a geometrically realistic representa-

ournal of Heat Transfer
tion of the test site using MRI scans of the test subject’s leg. This
was done by importing the MRI scans to AUTOCAD where a “trac-
ing” was made, such as that shown in Fig. 2. As the MRI scans
were of high quality, it was possible to generate an accurate model
of the tissue distribution.

This model is then imported into COMSOL MULTIPHYSICS where
the relevant tissue properties �as shown in Table 1� and the ex-
perimentally determined boundary conditions are applied.

As testing was conducted with the candidate at rest, basal meta-
bolic rates were used. The muscle domain is divided into inner
and outer regions to allow application of Brink and Werner’s �16�
correction factor, which accounts for countercurrent heat transfer
between the arterial and venous vessels in the muscle layer. The
correction factor is a function of both perfusion rate and radial
location. When considering the radial variation, Brink and Werner
�16� established that it is sufficient to divide the tissue region into
two areas. They noted that for the skin tissue Pennes equation
does not need correction.

Often during testing, there were minor variations in cooling jet
temperature or air flow rate. These variations are included as time
varying parameters in the model for each test under investigation.
As described in Sec. 2.2, the thermistor and heat flux sensor were
attached to the leg using double sided tape. As the contact resis-
tance was constant over the cooling area, it was not explicitly
modeled. Its presence was manifested as a slight drop in the con-
vective heat transfer coefficient during testing. Therefore, the ef-
fect of the contact resistance is included in the model through
inclusion of the actual time varying convective heat transfer coef-
ficient during testing.

Before starting the test program, a 3D model was developed to
investigate the accuracy of the 2D representation. Both models
were run for a range of cooling times and convective heat transfer
coefficients. The 2D assumption was found to break down after
long cooling times ��500 s, h=100 W /m2 K� or at shorter times
for higher values of the convective heat transfer coefficient �300 s,
h=250 W /m2 K�. Under these conditions, the 2D model overes-
timates the cooling as it does not account for extra heat flowing in
the z direction �along the limb�. It is not possible to define a
complete table of maximum cooling times for 2D modeling as the

Inner Muscle

Outer Muscle

Fat

Skin

Tibia Fibula

Dense
mesh

at
cooling
region

Fig. 2 Screenshot of meshed tracing of MRI image in COMSOL

including various tissue regions and location of cooling region

Table 1 Thermal constant values for various tissue types from
Fiala et al. †21‡ and maximum range of values from literature
review

k �W/m K� � �kg /m3� c �J/kg K� qm �W /m3�

Bone 0.75
�0.5–2.21�

1357
�1357–1418�

1700
�1700–2094�

0

Muscle 0.42
�0.38–0.54�

1085
�1010–1085�

3768
�3600–3800�

684
�684–800�

Fat 0.16
�0.16–0.2�

850
�850–940�

2300
�2200–2400�

58
�5–58�

Skin 0.47 1085
�1085–1200�

3680
�3680–3800�

368

Blood 1069 3650
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roblem is multifactorial. However, for the test conditions used in
he present investigation the 2D assumption held true.

Simultaneous Estimation of Skin and Muscle Perfu-
ion

It is well known that the factors driving muscle and skin per-
usion differ significantly. Skin perfusion is driven mainly by ther-
oregulatory factors while muscle perfusion is mainly a function

f the exertion of the muscle. �Wilson and Spence �5� noted that
he thermal contribution of perfusion to the fatty tissue is negli-
ible.� Previous studies assigned a global perfusion value to all
issues. This is not a realistic representation. Now that a geometri-
ally realistic model that represents the various tissues has been
eveloped, it is possible to assign different perfusion values to
kin and muscle. This new modeling capability is embedded in the
ossible Perfusion Value �PPV� concept, which allows for more
ealistic perfusion modeling and is applicable to virtually all ther-
al methods of perfusion estimation. The theoretical concept and

he associated modelling steps are explained next using theoreti-
ally generated data.

4.1 Possible Perfusion Values Concept. The basic premise
f the PPV concept is that a given value of skin temperature,
nder steady state free convection conditions, can only be pro-
uced by certain combinations of skin and muscle perfusion, e.g.,
high value of skin perfusion and a low value of muscle perfusion
r vice versa. These possible skin and muscle perfusion combina-
ions are determined from a curve, which we define here as the
PV curve �Fig. 3�.
The method for finding the combinations of skin and muscle

erfusion giving the same steady state surface temperature as
easured under free convection conditions in the experimental

ests is as follows. The model is run for a large range of possible
kin and muscle perfusion combinations. This is achieved by run-
ing the steady state model inside two loops, one to iterate the
uscle perfusion and one to iterate the skin perfusion. These

oops are implemented in MATLAB, an interface for which is sup-
lied with COMSOL MULTIPHYSICS. For a given value of muscle
erfusion, the value of skin perfusion, which correlates to the
xperimental temperature value, is determined. This procedure
ontinues until the maximum value of muscle perfusion has been
eached �which can take up to 60 separate runs�.

Although this curve identifies all the possible combinations of
kin and muscle perfusion that will give the measured steady state
emperature under the test conditions, it is impossible from a
ingle surface temperature reading to deduce which particular
ombination of perfusion values from the PPV curve is applicable.
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ig. 3 Conceptual PPV curve: showing the possible combina-
ions of skin and muscle perfusion for a human limb at a given
teady state temperature
hus, it is also necessary to run a forced convection test, with the
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expectation that when the model is run for a range of perfusion
combinations identified from the PPV curve only one resulting
temperature response will match the experimental data from the
forced convection test. This concept is illustrated in Fig. 4. As
Curve “B” �which corresponds to a muscle perfusion value of
0.0005 /s and a skin perfusion value of 0.0015 /s� most closely
matches the form of the experimental temperature decay, this is
taken to be the combination of perfusion values that is actually
occurring.

The modeling procedure for the forced convection part of the
test is as follows. Possible muscle and skin perfusion combina-
tions are chosen from the PPV curve and the convective heat
transfer coefficient and air temperature measured during the
forced convection test are applied as boundary conditions to the
model. The MATLAB interface is used again to run the model for
the various combinations of perfusion levels. For each combina-
tion of perfusion levels chosen, the steady state model is run once
more so that the initial condition for the transient model is gener-
ated. The transient model is then run for the allotted time and the
numerical results are automatically compared to those from the
experimental test. The final decision on the best fit between ex-
perimental and numerical curves is carried out by the tester using
visual inspection.

This PPV concept is the basis for refinement of the perfusion
estimation procedure and allows both the skin and muscle perfu-
sion to be established from a two stage noninvasive surface test.
The free convection part �Stage 1� is used to generate the PPV
curve and the forced convection part �Stage 2� to identify the
specific point on the PPV curve. This approach links surface tem-
peratures to individualized tissue perfusion levels and, as a result,
is considered to be more rigorous and physiologically realistic
than previous thermal methods of estimating blood perfusion.

5 Results and Discussion
The previous section used theoretically generated data to ex-

plain the PPV concept. The experimental and numerical improve-
ments in conjunction with the PPV concept are now implemented
in an actual perfusion estimation test. A PPV curve is first derived,
as shown in Fig. 6 �using the boundary conditions and test loca-
tion shown in Fig. 5�. Next, the forced convection part of the test
is modeled. The comparison between experimental and numerical
results is shown in Fig. 8 �using the boundary conditions and test
location shown in Fig. 7�. From Fig. 8, a significant problem with
this methodology for estimation of tissue perfusion emerges.
Thus, there is only a small difference in predicted skin tempera-
ture �0.4°C� over the entire range of possible perfusion combina-
tions, which implies that the results are quite insensitive to perfu-
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Fig. 4 Illustrative comparison of experimental and numerical
temperature profiles for a range of values from the PPV curve
shown in Fig. 3
sion levels. Considering that the experimental error associated
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ith the thermistors is �0.1°C, this temperature range is clearly
ot large enough to allow accurate determination of perfusion.

From these results, the insensitivity of skin temperature to tis-
ue perfusion levels needs to be explained. As described in Sec.
.1, there are various combinations of muscle and skin perfusion
hat give the same surface temperature for specified free convec-
ion conditions. This implies that the heat flow from the surface of
he limb is also constant, i.e., the sum of the heat generated by
kin perfusion and the heat conducted into the skin tissue from the
uscle tissue is equivalent for various combinations of skin and
uscle perfusion. During the forced convection part of a test, this

s also substantially true, explaining the limited divergence be-
ween the predicted skin temperature variations. What divergence
here is can be explained as follows. As the skin tissue tempera-
ure starts to drop during forced convection testing, the rate of
eat generation due to skin perfusion increases, as this rate is

Sensor
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h = 7W/m2K
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h
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ig. 5 Test conditions and measurement location for free con-
ection part of the test
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ig. 6 PPV curve for test data generated from free convection
art of the test
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ig. 7 Test conditions and measurement location for forced

onvection part of test
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proportional to the temperature difference between the arterial and
local tissue temperatures. This prevents the skin temperature from
falling very rapidly in cases where skin perfusion is high. In con-
trast, the temperature drop of the insulated muscle tissue under
forced cooling is not as rapid, and so the increase in heat genera-
tion from muscle perfusion is less significant. Thus, the skin tem-
perature drops more rapidly when skin perfusion is low and
muscle perfusion is high, accounting for the small difference in
predicted skin temperature shown in Fig. 8.

In order to increase the sensitivity of the method, an optimiza-
tion procedure for the forced convection test parameters was con-
ducted using the numerical model. For the conditions of the
present investigation, the optimum value of convective heat trans-
fer coefficient is 75 W /m2 K �as shown in Fig. 9� and the maxi-
mum temperature difference between the different perfusion com-
binations occurs at 500 s into the test.

The sensitivity is low initially; it then increases to a maximum
�at 75 W /m2 K� before decreasing once again. Although this op-
timization process leads to an increase in skin temperature sensi-
tivity to perfusion, the temperature range for different perfusion
combinations is still only 0.65°C. This lack of sensitivity was
observed over a range of tests under various ambient conditions.

6 Conclusions
This paper reports on an investigation into the relationship be-

tween blood perfusion in the tissues of the limbs and thermal
measurements at the skin surface during forced cooling by im-
pinging air jets. An initial study of this forced convection ap-
proach identified issues to be addressed before the technique
could be used for perfusion measurement. In particular, the actual
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Fig. 8 Comparison between experimental and numerical re-
sults for forced convection part of test
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hermal properties and distribution of the various tissues in the
imbs needed to be accounted for. This was achieved using actual

RI scans of the test subject’s limb. The concept of the PPV
urve was then developed in order to identify the possible combi-
ations of skin and muscle perfusion. It was postulated that a
orced convection test would be able to subsequently isolate the
pecific combinations of skin and muscle perfusion occurring.
owever, the difference in the cooling temperature profiles for
ifferent perfusion combinations was found not to be significant
nough to allow an accurate determination of perfusion. An opti-
ization procedure was carried out to increase the sensitivity of

he method. This established that, even at the optimum convective
eat transfer coefficient and cooling time, the temperature range
as still not great enough. Thus, the conclusion is that the skin

urface temperature profiles generated from the forced convection
pproach do not allow accurate estimation of perfusion. However,
pplication of the PPV methodology might be of benefit when
pplied to other thermal techniques as it is the only way to ac-
ount for the difference in skin and muscle perfusion values when
sing noninvasive thermal measurements for perfusion estimation.
uture work will focus on learning more about the fundamental
nderlying heat transfer problem by testing on a mock-up of the
imb. A simple comparison can be made between the derived and
he actual controlled flow rate into the arm in order to clarify the
easibility of the method in the absence of physiological variation.
f testing here is successful, then the techniques can again be
xtended to testing on live subjects where it is hoped that it will
ake a valuable contribution to perfusion measurement by ther-
al methods.

omenclature
c � specific heat capacity, J/kg K
h � convective heat transfer coefficient, W /m2 K
k � thermal conductivity, W/m K

kpen � Pennes correction factor,
q̇ � volumetric heat generation, W /m3

q� � heat flux, W /m2

t � time, s
T � temperature, °C

Xe � equilibrium length, m

reek Letters
� � density, kg /m3

� � blood perfusion, ml/ml/s

ubscripts
a � artery

amb � ambient
b � blood

meta � metabolic
p � probe

per � perfusion
s � skin

t � tissue
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v � vein
� � freestream conditions
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Thermal Contact Calibration
Between a Thermocouple Probe
and a Microhotplate
Since local thermal probing has become a major tool for studying transport phenomena
at micro- and nanoscale levels, the fundamental aspect of the interaction between the tip
of the probe and the sample has remained the key point on which any quantitative
measurement relies. In this paper, we present results on thermal resistances involved in
the contact mechanism of a microthermocouple cantilever probe that is used to scan the
surface of a microhotplate at different levels of temperature. We point out the potential of
such an active microsystem as an efficient calibration tool for near-field thermal
probes. �DOI: 10.1115/1.2943306�

Keywords: contact resistance, thermal probes, calibration, thermocouple, microhotplate
Introduction
Nowadays, the accurate measurement of the temperature at the

urface of microsystems remains challenging. This is not only the
ase for the detection of hotspots in nanoelectronic devices or for
he thermal characterization of one-dimensional nanostructures,
ut also for the simple thermal analysis of microelectromechanical
ystems �MEMSs�. Indeed, improvements in the performance of
any microthermal devices are depending on the modeling abili-

ies and subsequently the experimental techniques from which
odels are corrected. Microhotplates are a thermal microsystems

or which many investigations have been performed to model
heir thermal behavior. The key element of these microsystems is
n isolated area, which is generally a dielectric suspended mem-
rane that can be heated by means of an embedded resistor whose
emperature can be precisely adjusted and controlled. They are
idely used as thermal flow sensors, microbolometers, Joule heat-

ng igniters, infrared sources, gas sensors, etc. �1–4�.
However, the experimental conditions make it rather difficult to

chieve precise temperature measurements on such devices. The
hermally involved area exceeds naturally the heater itself at the
enter of the suspended membrane. Thus, a precise analysis re-
uires extracting the complete temperature distribution of a sur-
ace that could exceed 1 mm2, with an acceptable resolution.
hermal gradients are important since the hottest part at the center
f the membrane can reach temperatures up to 1000 K, whereas
he frame of the device remains near the ambient temperature. The
ptical properties of the hotplate membrane �silicon nitride or ox-
de� are generally problematic for any infrared or optical tech-
iques �5�. As a consequence, only a few measurement points are
aken on the metals or the �poly�silicon forming the components
f the active heated area. Among the possible techniques, Raman
cattering has been recently improved to decrease the spatial res-
lution but remains complicated and also depends on the sample
aterial �6–8�. In these conditions, the techniques based on the

ontact of the surface remain an attractive method to determine
he surface temperature of such devices, eliminating the problems
elated to the calibration of the emissivity of the materials, even if
he problem of surface thermal disturbance has not been com-
letely resolved for those techniques.

Today, thermal probing has high potential for improving near-
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field imaging techniques and developing a new tool to investigate
heat transfer mechanisms at micro- and nanoscale. Different tech-
niques have been proposed to fabricate a temperature sensor at the
tip of a microprobe. They consist generally to enhance the capa-
bilities of atomic force microscope �AFM� tips on silicon oxide or
nitride cantilevers on which a diode or a thermocouple junction is
fabricated. A complete overview of the technology of scanning
thermal probes and the problematic of thermal contact has been
published by Majumdar �9�. However, only a very few laborato-
ries are involved in these developments and their availability is
rather limited. Moreover, the thermal response of these probes
depends strongly on both the sample materials and the external
thermal conditions, and they cannot operate at temperatures above
500 K typically. For such an application, a thin wire thermoelec-
tric sensor remains the most simple and practical technique. How-
ever, a specific calibration procedure is necessary to quantify the
measurement error due to the contact of the sensor with the sur-
face.

In this paper, by focusing on this calibration procedure, com-
plete measurement of the thermal resistances involved in the use
of microthermocouples is obtained. An analysis of the probe ther-
mal behavior is presented. The extension of the use of a micro-
hotplate for calibrating temperature sensors is proposed.

2 Experimental Methods

2.1 Microhotplate Characteristics. The microhotplate de-
signs developed at the Institute of Microtechnology have been
previously reported in the literature �10,11�. They consist in a
membrane �0.75 or 1.0 �m thick� made of two low-stress low
pressure chemical vapor deposition �LPCVD� silicon nitride films.
A platinum film heater with a tantalum adhesion layer is embed-
ded in the suspended membrane and is therefore thermally iso-
lated from the chip frame. Platinum electrodes are then patterned
onto the membrane. When the microhotplate is used as a gas
sensor, these electrodes are used to detect a variation of resistivity
of the gas sensitive material �not present in this study�. The mem-
brane is released using backside micromachining of the silicon
wafer �Fig. 1�.

By supplying an electrical current to the heater, the membrane
temperature is increased. The design of the heater is optimized for
ensuring a surface temperature distribution as homogeneous as
possible. The heater resistance, whose value is near 100 � at
room temperature, is increasing with temperature, following a
quasilinear relation. A precise control of both voltage and current

is then possible with a resolution of less than 1 �W. Conse-
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uently, any change in the power dissipated by the heater that can
e induced by a probe in contact with the membrane of the device
s precisely measurable.

2.2 Thermal Probes. The thermocouple probes are obtained
y welding two Wollaston wires �Pt and Pt-10%Rh�, with a diam-
ter of 1.3 �m. The silver cladding �diameter of 75 �m� is re-
oved by means of a chemical �nitrid acid� or electrochemical

tching process �12�. These wires are commonly used as thermal
esistors for hot-wire anemometry and commercial scanning ther-
al microscope �SThM ®Topometrix�, techniques for which the

elation between the measured signal and the surface or contact
emperature is hard to derive. In the case of our thermocouple
omposed of thin wires, this drawback is avoided by manufactur-
ng a thermoelectric microjunction.

We have extensively used our micrometric thermocouples in
ifferent applications �12–14�. The principle of a cantilevered mi-
rothermocouple for near-field applications has already been dem-
nstrated �15�. However, lately we have reduced the available size
f these wire sensors and verified that the resulting thermoelectro-
otive force has remained similar to the standard S type thermo-

ouples. An improvement of our wire preparation and welding
echnique has led to the so called “cantilever” shape probes. This
hape provides a lateral flexibility to the thermocouple and allows
ts operation in a near-field operation mode similar to AFM �Fig.
�. The resulting stiffness of such a spring is ideal to provide a
ontrolled contact strain without any risk to damage the
embrane.
The main reason that such probes are not widely used in labo-

atories is due to the difficulty to fabricate them reproducibly.
owever, this remains a reliable tool for temperature mapping of
icrosystems especially for intermediate levels of temperature

nd conditions for which optical techniques are not suitable.

Fig. 1 Schematic cross s

(a)

Fig. 2 Pt-PtRh „S type… thermocouple cantilever probe u

1.3 �m. Optical image of the cantilever and scanning electron

91601-2 / Vol. 130, SEPTEMBER 2008
2.3 Thermal Modeling and Calibration Procedures

2.3.1 Contact Model. The main problem when measuring the
contact temperature is to correctly evaluate the effect of this con-
tact on the actual surface temperature. This effect is approached
by the expression of the thermal response �. This quantity is de-
fined as a ratio between the temperature of the probe Tp �elevation
from ambient Ta� and the actual surface temperature Ts �before
any contact�. This can be considered as an error of estimation due
to the thermal contact of the probe, then

� =
Tp − Ta

Ts − Ta
�1�

However, this does not characterize the probe only, but the couple
probe-surface together. This is due to the thermal transfers in-
volved in the system, which relate the sample surface nature, the
probe, and the environment media. As a result, one single probe
thermal response may usually vary in a range of one order of
magnitude when changing the sample nature �16�. The same con-
sequence could result of a change in the operating conditions from
ambient to vacuum �17�.

The thermal contact between a probe and a surface remains an
open question especially in submicron thermal analysis �9�. Fur-
thermore, the specific case of a thin membrane differs slightly
from massive object. Let us consider first Ts as the actual surface
temperature without any probe contact. As soon as the probe is put
on the object, Ts is lowered. This is related to the constriction of
the flux lines inside the object. It is known that both the thermal
conductivity of the surface and the contact area of the probe are
involved in this phenomenon �9,18�. Then, the surface tempera-
ture becomes Tm, a modified surface temperature, and for semi-
infinite solid, Ts remains unchanged at a sufficient depth below the

tion of the microhotplate

b)

d for contact temperature measurements. Wire diameter:
ec
(

se

microscope view of the junction tip.
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urface. Thin solids, such as the membrane of a hotplate at homo-
eneous temperature, are, however, subjected to similar effects
xcept that Ts remains unchanged at a lateral distance in the mem-
rane, as shown in Fig. 3. Therefore, the definition of a thermal
esistance between Ts and Tm can still be applied.

Second, the contact between the probe and the surface exhibits
finite thermal conductance. Inversely, the resulting thermal re-

istance cannot be nil. Then, the probe temperature never equals
he surface temperature Tm but always indicates its own value,
alled Tp. Finally, the probe itself is thermally connected to am-
ient and dissipates heat as a fin. The thermal power that is dis-
ipated from the hottest temperature to the ambient value flows
hrough three resistances:

�a� thermal flux constriction resistance Rm, between Ts and
Tm

�b� thermal contact resistance Rc, between Tm and Tp
�c� an external dissipation resistance of the probe Re, be-

tween Tp and Ta

his thermal power is then written as

Q =
Ts − Tm

Rm
=

Tm − Tp

Rc
=

Tp − Ta

Re
�2�

eading to another expression of the sensor thermal response:

� =
Re

Re + Rc + Rm
�3�

2.3.2 Contact Procedures. First, it was verified that the ther-
oelectric response of the probe corresponds strictly to the S type

hermoelectric couple for which usual tolerance standard is appli-
able. This step is of great importance and cannot be avoided
hen developing new temperature probes. Then, the two remain-

ng procedures are necessary to extract Re, Rm, and Rc. This is due
o the lack of temperature sensor embedded in the membrane, or
he lack of any other methods to access to the local Ts or Tm at any

Fig. 3 Schematic thermal configur
the hotplate membrane
Fig. 4 Principle of thermal co

ournal of Heat Transfer
time.
The first procedure consists in the measurement of a surface

temperature of a massive solid for which the surface temperature
is easily controlled. This is achieved by using a 70 �m diameter
platinum wire whose temperature is set by adjusting a self-heating
current. A thermocouple junction has been welded on its surface
by means of a capacitive discharge. Measuring its floating ther-
moelectric voltage provides a first temperature called Tp1. This
thermocouple is strictly identical to the probe to be used in contact
mode whose measurement is called Tp2 �Fig. 4�.

Let us consider that the contact thermal resistance �Rc� of the
welded probe is negligible. As a result, the modified surface tem-
perature �Tm� equals the probe one �Tp1�. Now, the second probe
that is put on the wire surface provides its own temperature �Tp2�,
which differs from Tm due to the contact resistance. As an exten-
sion of relation �2�, we can express the heat power that crosses
from the wire to the ambient through this probe with

Ts − Tm

Rm
=

Tm − Tp2

Rc
=

Tp2 − Ta

Re
�4�

Ts being the surface temperature of the wire before contact.
Since the welded probe ensures that Tm=Tp1, the previous

equality gives

Tp1 − Tp2

Rc
=

Tp2 − Ta

Re
�5�

defining a ratio

� =
Tp1 − Tp2

Tp2 − Ta
=

Rc

Re
�6�

This ratio characterizes the contact of a probe for given conditions
of temperature and the contact strength that will be reproduced in
the following procedure.

The second procedure is performed on the tested microhotplates
in order to extract the remaining parameters. For this, we lean on

n of the thermocouple junction on
atio
ntact resistance calibration
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he hotplate capabilities to precisely control the power consump-
ion and the global thermal balance, especially for estimating the
eat excess involved by the contact probe. The design of the
eater ensures a thermal homogeneity of an area centered on the
embrane and that represents a quarter of its total area. The elec-

rical resistance of this heater directly relates on its average tem-
erature �Theater�, and results from the global thermal balance of
he membrane in which only conduction �Qk� and convection-
adiation �Qh� dissipation terms occur prior to any probe contact
Fig. 5�a��. After the contact of a probe, measuring the power
issipated by the probe alone is possible if the initial dissipation
erms �Qk and Qh� remain unchanged. Therefore, if we assume
hat the probe contact introduces only a weak perturbation located
t the center point, then the condition of a constant average heater
emperature �Theater� is enough to consider these terms �Qk and

h� as identical. Consequently, the supplied electrical power is
djusted to maintain the heater resistance at a constant value. The
ower difference �P then corresponds to the power dissipated by
he probe �Fig. 5�b��. Finally, since the membrane is not equipped
ith any local temperature sensor, a second identical probe is used

o measure the decrease of temperature due to the contact of one
robe with the surface. This second probe is put in contact with
he membrane as close as possible to the first probe �Fig. 5�c��.

According to these assumptions, the initial heat balance of the
otplate is

P0 = Qk + Qh = u0 . i0 �7�
nd

u0/i0 = Rheater � Theater �8�

here P0 is the electrical supplied power, Qk and Qh are the heat
owers dissipated by conduction and convection-radiation, re-
pectively. After the first probe has been put in contact with the
embrane, the supplied power is adjusted to keep the average

emperature of the heater �Rheater� at the same value. Then, the
hermal balance becomes

P1 = Qk + Qh + �P = �u0 + �u� . �i0 + �i� �9�
ith

u0 + �u

i0 + �i
=

u0

i0
= Rheater �10�

nd

�P = P1 − P0 �11�

his measured value �P corresponds to the heat dissipated by the
robe in contact with the hotplate. Then, the thermal resistance
hat characterizes the probe Re is quantified with

Re =
Tp − Ta

�P
�12�

here Tp and Ta are, respectively, the probe and ambient
emperatures.

Fig. 5 Contact probe calibration pr
thermal balance, „b… contact perturba
unchanged, and „c… double contact a
ture drop.
Subsequently, the contact resistance is accessible using Eq. �6�:

91601-4 / Vol. 130, SEPTEMBER 2008
Rc = �Re �13�

After contacting a second probe, the measured temperature Tp

becomes Tp�. At the surface point of contact, temperature varies
from Tm to Tm� and the initial definition of the constriction ex-
tracted from Eq. �2�

Ts − Tm = Rm�P �14�
is also written as

Ts − Tm� = 2Rm�P �15�
since the second probe is strictly identical to the first one. Sub-
tracting Eqs. �14� and �15� gives

Tm − Tm� = Rm�P �16�
If we consider now the first contact temperature drop, Eq. �2� also
gives

Tm − Tp = Rc�P �17�
After the second contact, the subsequent temperature drop is writ-
ten as

Tm� − Tp� = Rc�P �18�
Subtracting these two last relations leads to

Tm − Tm� + Tp� − Tp = 0 �19�

in which Eq. �16� introduces the thermal resistance Rm such that

Rm =
Tp − Tp�

�P
�20�

The global thermal response � can be deduced from Eq. �3� and
the actual surface temperature of the microhotplate Ts with

Ts = Ta +
Tp − Ta

�
�21�

3 Results and Discussion

3.1 Calibration Results. Series of measurements have been
performed to extract values of � from Eq. �4� as a function of the
contact temperature measured on the Pt wire surface �Tp2�. Re-
sults are shown in Fig. 6. These measurements have been per-
formed under standard atmospheric conditions �laboratory air�
during which the contact force of the probe was kept in the range
of 20–30 nN by maintaining a constant flexion of the wires whose
respective Young’s moduli are known. However, no changes have
been noticed on the temperature when adjusting the value of the
contact force.

The influence of a possible water film between the junction and
the surface seems to be confirmed in the results of Fig. 6. Values
decrease below the liquid-vapor transition temperature, in accor-
dance with previous work that demonstrated that a water meniscus

dure on a microhotplate. „a… initial
n compensated to maintain Theater as
wing to measure the local tempera-
oce
tio
llo
at the contact point could mainly contribute to reduce the thermal
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ontact resistance Rc �9,16–18�. Above this limit, this contribution
anishes and the thermal contact remains only related to air con-
uction, convection, radiation, and solid-solid contact.

In the second procedure, calibrations have been performed by
eans of two identical microhotplates except their membrane

hickness: 0.75 �m and 1.0 �m thick, respectively. The interest
ies in the possibility to point out the influence of the membrane
hickness on the constriction resistance �Rm�. Three different tem-
erature levels have been tested. Electrical power levels have been
djusted so as to approximately reach the same surface tempera-
ure �Tp� at the center of the membrane, for both membrane thick-
esses. These values correspond to usual operating temperature
or this kind of devices at which the center part of the membrane
s typically between 200°C, and 500°C. Results obtained have
een synthesized in Table 1 in which uncertainties are mainly
erived from the temperature �1.5°C typically� and the current
ariation for the calculation of �P �about 5%�. Then, thermal
esistances are subjected to a relative tolerance of 7%.

These results indicate that both membranes have different ther-
al behaviors. Due to a lower membrane conductance but identi-

al external dissipation, the thinner membrane requires less power
o reach the same temperature than the thinner one. Values ob-
ained for �P are proportional to the surface temperature and then
ractically identical for both hotplates.

3.2 Thermal Constriction Resistance Rm. Since Rm ex-
resses a cooling effect due to the limited thermal mass of the
embrane, values obtained in Table 1 clearly indicate two distinct

alues independent of the temperature, around 3.36�104 K W−1

or the thin membrane and 2.45�104 K W−1 for the thick one.
However, in the theoretical treatments of the thermal constric-

ion effect of a spherical contact, only the surface nature and the
ontact area are considered, so that the constriction resistance is
xpressed as �18�

ig. 6 Probe thermal contact parameter � on platinum heated
ire versus contact temperature.

Table 1 Results of the calibration procedures for b

Membrane
thickness Tp−Ta �K� � �%�

P
�mW�

�P
��W� �1

0.75 �m 227.3 7.2 28.5 98
362.1 7 49.6 163
483.3 6.4 71.5 190

1 �m 227.7 7.2 30 102
354.4 7 50.9 165
481.5 6.4 75.1 225
ournal of Heat Transfer
Rm =
1

2�kb
�22�

where b is the radius of the probe-to-surface contact area that
depends on the contact force, and k is the thermal conductivity of
the surface. One can remark that the thermal conduction is mainly
in the plane of the membrane and that the thermal conductance of
the membrane is proportional to its thickness. Thus, the membrane
thickness difference could explain a large part of the increase of
the resistance values, whereas the alteration of the contact radius
cannot. Further measurements, using different probes, and a reli-
able knowledge of surface thermal conductivities could help to
correct Eq. �22� that is derived from a semi-infinite model.

By assuming a membrane apparent thermal conductivity in the
range of 4–8 W m−1 K−1, a calculation of the contact radius b
using this relation gives about 1 �m. This is quite large but re-
mains possible.

3.3 Thermal Contact Resistance Rc. The dependence of the
external and the contact thermal resistances �Re and Rc� versus
temperature is not established. Values of Rc are directly related to
the first contact calibration ��� and then to the probe thermal
resistance Re. The analysis of Rc is difficult in our case since it
requires to control the vertical position and contact strength. We
can, however, deduce from the temperature level that the liquid
meniscus cannot contribute to enhance the heat transfer, and from
the dimension of the hot surface that the gas conduction and con-
vection provide the main contribution to the contact conductance.
In such a condition, the spatial resolution of the probe may extend
up to several junction diameters.

Our values are consistent with the results obtained by Shi and
Majumdar �8,15� or Lefevre et al. �18�. The tip-to-surface contact
of a curved resistive Wollaston wire �whose diameter is 5 �m�
exhibits a value of Rc in the range of 0.25�105–105 K W−1 �18�.
The case of the SThM probe developed by Shi �19� is quite dif-
ferent due to the tip dimension and the geometry of the cantilever.
In this particular case, measurements and calculations have led to
values ranging from 3�107 K W−1 to 4�107 K W−1 �16�. In the
present results, we have obtained intermediate values between
1.3�105 K W−1 and 1.7�105 K W−1, that are easily explainable
if we simply compare the size of the probe tips in these three
different cases.

3.4 Probe Thermal Resistance Re. It is possible to estimate
the external thermal resistance Re by means of fin theory. For this,
let us consider a thin “Wollaston” platinum or platinum-rhodium
wire thermally connected to a hot wall �temperature Tp� that dis-
sipates heat in a surrounding gas at temperature Tg. Its boundary
corresponds to the wires silver cladding of diameter 75 �m �see
Fig. 2� whose temperature is assumed to be the ambient tempera-
ture �Ta� due to the thermal conductivity of this metal �Dirichlet
condition�.

In such a configuration, the thermal resistance of a wire is ex-
pressed as

0.75 and 1.0 �m thick micro-hotplate membranes.

e
W−1�

Rc
�105 K W−1�

Rm
�104 K W−1� Ts−Ta �K� �

32 1.66 3.47 246.6 0.920
22 1.54 3.31 392.7 0.922
54 1.62 3.31 520.4 0.929

23 1.6 2.45 246.6 0.923
15 1.49 2.42 383.1 0.925
14 1.37 2.49 517.8 0.930
oth

R
06 K

2.
2.
2.

2.
2.
2.
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Rw =
Tp − Ta

kS

sinh�mL�
m�Tp − Tg�cosh�mL� − m�Ta − Tg�

and m =�hp

kS

�23�

here h is the external convection coefficient �W m−2 K−1�, k is
he thermal conductivity of the wire �W m−1 K−1�, p is the perim-
ter �m� of the wire �diameter d�, S its cross section �m2�, and L its
ength �m�. Taking into account of both thermocouple wires leads
o divide this expression by a factor 2, then Re=Rw /2.

It is significant to notice that an upper limit of this thermal
esistance can be determined when the convection coefficient h
ends to zero. Then, Eq. �23� is reduced to

Re
0 = lim

h→0
it�Rw� =

L

2kS
�24�

his corresponds to the classical thermal resistance of a wall. To
alculate these thermal resistances, we have fixed constant values
o d=1.3�10−6 m, k=75 W m−1 K−1, and L=0.8�10−3 m.
quation �24� gives 4.02�106 K W−1, which is almost twice the
able 1 results whose mean value is 2.27�106 K W−1.
Then, Eq. �23� could help to estimate the actual values of the

onvection coefficient around the probe wires that is always dif-
cult to evaluate. In the present case, wires are subjected to a

hermal gradient between the measured surface temperature �Tp�
nd the ambient temperature �Ta�. Besides, the thermal boundary
ayer above the membrane center has been measured to be 1 mm
hick using the same probe. This distance represents typically the
ength of the probe wires. As an example, at a distance of 200 �m
bove the surface at 400°C, the air is still at 200°C. Therefore,
e can simplify Eq. �23� by considering Tg as a mean value be-

ween its both limits, so that Tg= �Tp+Ta� /2 leads to

Re =
1

2kS

sinh�mL�
m�1 + cosh�mL��

�25�

ince this expression is not temperature dependent, we can obtain
n estimation of a mean value of the convection coefficient h,
round 410�W m−2 K−1. However, this value may significantly
ncrease with the gas temperature. The thermal behavior of a
robe also depends on the thermally implied area. For instance, by
educing the size of the heated object, the gas temperature can be
ssumed to be equal to ambient Tg=Ta. If the h coefficient is
nchanged, the value of Re decreases to 1.22�106 W K−1. Ac-
ording to Eq. �6�, this will also affect the value of the contact

(a)

Fig. 7 Temperature distribution of the thin „0.75 �m… micro
hermal resistance Rc. As a result, this point out that a direct

91601-6 / Vol. 130, SEPTEMBER 2008
comparison between different thermal probes remains difficult
since it must be performed under similar thermal configurations.

3.5 Surface Temperature Scanning of Microhotplates. To
illustrate the capabilities of the thermocouple probe and the ther-
mal behavior of the microhotplate, we have scanned the thinner
membrane surface, whereas the heater was supplied with two dif-
ferent powers, 30 mW and 75 mW. The duration of the scanning
is rather important since the area is 1 mm2. The number of pixels
is about 4000 and only two points are captured per second. The
distance between two points is of about 12 �m, which slightly
exceeds the spatial resolution of the probe. The temperatures of
each measurement point have been corrected with the help of the
calibration factors presented in Table 1. The resulting images are
presented in Fig. 7 for which the central part of the membrane
exhibits a homogeneous temperature distribution for the tempera-
ture levels tested in this study, near 540 K and 814 K, respec-
tively, at 30 mW and 75 mW.

4 Conclusion
We have calibrated a thermocouple cantilever in a real situation

of contact measurement on a microhotplate. A complementary
procedure performed with a platinum wire was necessary to ex-
tract thermal resistances and the actual surface temperature. It was
also shown that an effect of conductance through a possible water
film around the thermocouple junction was measurable at lower
temperatures. This observation, however, requires further specific
studies to be confirmed. Furthermore, we have focused on the
interest of using the microhotplate to thermally calibrate any other
kinds of thermal probes. The example reported here is a first step
in our approach. Indeed, during this calibration, a double contact
procedure was necessary due to a lack of measuring the actual
surface temperature at the probe contact point. Two ways are pos-
sible to avoid this drawback. The first consists to embed a thin-
film thermoelectric sensor on the membrane of the microhotplate,
and the second requires improving or developing new optical
techniques for the measurement of temperature.

Finally, an example of temperature measurements on a micro-
hotplate has been presented, showing the potential of miniaturized
wire thermocouples to perform thermal measurements on micro-

(b)

tplate membrane „1 mm2
… at 30 mW „left… and 75 mW „right…
ho
scale object.
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An Analytical Model of External
Streaming and Heat Transfer for a
Levitated Flattened Liquid Drop
We present here the heat-transfer and fluid flow analysis of an acoustically levitated
flattened disk-shaped liquid drop. The interest in this work arises from the noncontact
measurement of the thermophysical properties of liquids. Such techniques have applica-
tion to liquids in the undercooled state, i.e., the situation when a liquid stays in a fluidic
state even when the temperature falls below the normal freezing point. This can happen
when, for example, a liquid sample is held in a levitated state. Since such states are easily
disrupted by measurement probes, noncontact methods are needed. We have employed a
technique involving the use of acoustically levitated samples of the liquid. A thermal
stimulus in the form of laser heating causes thermocapillary motion with flow character-
istics depending on the thermophysical properties of the liquid. In a gravity field, buoy-
ancy is disruptive to this thermocapillary flow, masking it with the dominant natural
convection. As one approach to minimizing the effects of buoyancy, the drop was flattened
(by intense acoustic pressure) in the form of a horizontal disk, about 0.5 mm thick. As a
result, with very little gravitational potential, and with most of the buoyant flow sup-
pressed, thermocapillary flow remained the dominant form of fluid motion within the
drop. This flow field is visualizable and subsequent analysis for the inverse problem of the
thermal property can be conducted. This calls for numerical calculations involving a
heat-transfer model for the flattened drop. With the presence of an acoustic field, the
heat-transfer analysis requires information about the corresponding Biot number. In the
presence of a high-frequency acoustic field, the steady streaming originates in a thin
shear-wave layer, known as the Stokes layer, at a surface of the drop. The streaming
develops into the main fluid, and is referred to as the outer streaming. Since the Stokes
layer is asymptotically thin in comparison to the length scale of the problem, the outer
streaming can be formally described by an effective slip velocity at the boundary. The
presence of the thin Stokes layer, and the slip condition at the interface, changes the
character of the heat-transfer mechanism, which is inherently different from the tradi-
tional boundary layer. The current analysis consists of a detailed semianalytical calcu-
lation of the flow field and the heat-transfer characteristics of a levitated drop in the
presence of an acoustic field. �DOI: 10.1115/1.2943305�

Keywords: acoustic streaming, slip velocity, Stokes layer, levitation, noncontact
measurement
Introduction
The measurement of the thermophysical properties of under-

ooled liquids is a considerable scientific challenge because of the
nherent instability of liquids in such states. We refer to the un-
ercooled state as the situation when a liquid stays in a fluidic
tate even when the temperature falls below the normal freezing
oint. Such states are attainable when a liquid is held without a
ontainer such as with an acoustic levitator. From the standpoint
f understanding fundamentals, there is presently interest in the
easurement of the thermophysical properties of liquids in the

ndercooled state. Conventional measurement techniques involv-
ng containers are not applicable to undercooled liquids simply
ecause bulk liquids seldom attain significant undercooling before
olidification takes place at one of the numerous solid nucleating
ites, including the container walls. Measurement devices involv-
ng probes on an undercooled liquid sample would quite likely

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 21, 2007; final manuscript received
ovember 5, 2007; published online July 10, 2008. Review conducted by Sung Jin
im. Paper presented at the 2007 ASME-JSME Thermal Engineering Conference

nd Summer Heat Transfer Conference �HT2007�, Vancouver, BC, Canada, July

–12, 2007.

ournal of Heat Transfer Copyright © 20
disrupt the state by initiating solidification. It has been known that
levitation of a small liquid sample is an effective way to attain a
large degree of undercooling because the small sample volume
reduces the number of the potential nucleation sites and the self-
contained sample is free from the possibility of nucleation at the
container walls �1,2�. The interest in levitation has come from
various applications involving containerless processing, and
acoustic methods have led to some several experimental and the-
oretical investigations with interesting results �3–11�. As for non-
contact measurement of thermophysical properties, several inves-
tigators have conducted experiments in the past ten years �see,
e.g., Refs. �12–21��.

Noncontact diagnostic techniques are required for property
measurements of undercooled liquids because any contact with
the liquids may initiate solidification. The thermophysical proper-
ties that have been measured on levitated undercooled liquid
drops include the density �1�, surface tension �2,12�, viscosity
�12�, heat capacity �13�, and electrical resistivity �14�. In an earlier
paper �15�, we presented a technique that allowed us to determine
the thermal diffusivity coefficient of levitated liquids. We em-
ployed an acoustic levitator for levitation and an infrared �IR�
camera as a diagnostic device. We used glycerin drops, whose
thermal diffusivity coefficient is well known, as a model liquid to

demonstrate the feasibility of the technique. By laser-heating a

SEPTEMBER 2008, Vol. 130 / 091602-108 by ASME



s
v
o
g
w
m
t
0
t
p
o
m
t
i
o
a
t

f
�
b
s
t
R
S
fl
n
t
z
l
a
a
l
e
c
v
t
h
t
w
s
e
l
m
c
f
T
s
a
w
e
n
f
d
a

F
d
e

0

pot on the liquid drop of glycerin, a thermal stimulus was pro-
ided to instigate thermocapillary flow whose character depends
n the thermophysical properties of the liquid. Of course, in a
ravity field, there would also be buoyancy-driven flow that
ould dominate the overall thermally driven flow. In order to
inimize the effects of buoyancy, the drop was flattened �by in-

ense acoustic pressure� in the form of a horizontal disk, about
.5 mm thick. As a result, there was very little gravitational po-
ential in the system, and most of the buoyant flow was sup-
ressed, leaving the thermocapillary flow to be the dominant form
f fluid motion within the drop �see also Refs. �16,17��. With the
easurement of the flow field and the temperature distribution,

he thermal diffusivity was calculated. The numerical calculations
nvolved in doing the inverse problem called for the development
f a heat-transfer model for the flattened drop in the presence of
n acoustic field, in particular, the gas-phase heat transfer to ob-
ain a Biot number.

It is well known that if an object is in the presence of a high-
requency acoustic field, there exists a thin shear-wave layer
Stokes layer�, which has vorticity due to interaction with the
oundary of the object. It is in this Stokes layer that steady
treaming originates, and the oscillatory vorticity is confined to
his region in the high-frequency limit �see, e.g., Riley �22� and
ayleigh �23��. The streaming itself cannot be confined to the
tokes layer �the inner streaming�, but develops into the main
uid, air �the outer streaming�. In case of oscillatory fluid flow, the
onlinear terms in the momentum equation produce a higher order
rigonometric forms �such as cos2 �t�, which we know have non-
ero mean values. This means the phase difference in these ve-
ocities gives rise to a nonzero average over one cycle and allows

net momentum transfer. Mathematically, as the Stokes layer is
symptotically thin as compared with the length scale of the prob-
em, the outer streaming formally appears to be caused by an
ffective slip velocity at the boundary. Rednikov and Sadhal �6�
alculated the steady streaming from an oblate spheroid due to
ibrations along its axis. The presence of the thin Stokes layer and
he slip condition at the interface and change the character of the
eat-transfer mechanism, which is inherently different from the
raditional boundary layer. The heat-transfer aspects in connection
ith acoustic streaming in a two-dimensional rectangular enclo-

ure have, in fact, been studied by Aktas et al.�24� and for the
xterior of a sphere by Gopinath and Mills �25�. The current prob-
em involves heat transfer from a flattened drop for which a sche-

atic of the shape profile is shown in Fig. 1. The streaming flow
alculation for this shape is a very difficult problem and, there-
ore, the oblate spheroid solution �6� is used as an approximation.
he flow field is taken to be in the laminar range, and instabilities,
uch as those observed for magnetically levitated for molten met-
ls �26�, are not considered. This assumption is justifiable because
e are restricting our work to highly viscous liquids such as glyc-

rin, and, additionally, the flattening limits the liquid-phase inter-
al flow considerably. The equivalent spheroid is taken to be one
or which the radius of curvature R0 at the outermost edge of the
isk is the same as that for the spheroid’s edge. This is a reason-

ig. 1 Coordinate system for the Stokes layer on the dimpled
rop. The broken line indicates an oblate spheroid with an
quivalent edge curvature.
ble approximation because, as seen by Rednikov and Sadhal �6�,

91602-2 / Vol. 130, SEPTEMBER 2008
the streaming flow is dominant around the edge. We use the slip-
velocity calculation from that mode and apply it to the dimpled
drop to obtain a suitable Biot number for the inverse problem
�15�. The main work here is the setup of a streaming flow model
for a flattened glycerin drop and obtaining an expression for the
Biot number function that may be applied to such a system. This
result has been effectively used in Ref. �15�.

2 Slip-Velocity Calculation
The oblate spheroidal coordinates are used to solve the prob-

lem, and the modified coordinates are used, denoted as
��� ,�� ,���. In terms of the cylindrical coordinates �z, r, ��, they
are expressed �6� as follows:

z = c���� �1a�

r = c�1 + ��2�1/2�1 − ��2�1/2 �1b�

where r is the distance from its center, z is the upward normal
distance to r, and c is the focal radius.

Along the surface line, x is defined as the distance from maxi-
mum r �farthest edge of the dimpled drop� and y is the normal to
its surface. The coordinate surface, ��=constant, forms a confocal
oblate spheroid. The effective slip velocity on the body surface is
given �6� as

�s =
A2

4c3�3
���1 − ��2�3/2

��0
2 + ��2�5/2 + 5

���1 − ��2�1/2

��0
2 + ��2�3/2 �

where

A =
c

�1 + �0
2�arccot��0� − �0

�2�

To determine the variables in the slip-velocity equation for a
dimpled drop, the maximum radius of the drop is equated to the
equatorial length of oblate spheroid, and the curvatures at the
equatorial points are the same. At the equatorial point �x=0�, r
becomes maximum and ��=0. Let us set 	r	x=0=R� and ��=�0
corresponding to the physical oblate spheroid surface. Then,

R� = c�1 + �0�1/2 �3a�

and

z2

c2�0
2 +

r2

c2�1 + �0
2�

= 1 �3b�

where R� is the maximum radius of the dimpled drop. For the
same curvatures,


 −
d2r

dz2

z=0

=
1

R0
�4�

where R0 is the radius of curvature of the dimpled drop at its
circumference, and the left hand side is the curvature function of
the oblate spheroid. Here, the dimpled drop surface is defined by
two curves: one for the dimpled region and another for the
rounded edge. The two curves meet tangentially with the same
slope at r=1 �see Fig. 2�. The dimpled region is described by the
parabola

z = 0.01r2 + 0.1 for 0 � r � 1 �5a�

while the rounded edge is given by the circular segment

z = �0.112 − �1.002 − r�2 for 1 � r � 1.1122 �5b�

with a radius of curvature

R0 = 0.11 �5c�
Then, from Eqs. �3a�, �3b�, and �4�, we obtain
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�0 =� R0

�R�2 − R0�
�6�

nd

c = �R��R� − R0� �7�

rom Eqs. �1a� and �1b�, �� can be determined on every point on
he surface using

�� =
z

c�
�8a�

here �� on the surface is given by

�� = � 1

2c2 �− �c2 − z2 − r2� + ��c2 − z2 − r2�2 + 4c2z2�1/2

�8b�
he slip-velocity distribution on the surface is presented from the
quator towards the pole in Fig. 3.

ig. 2 Contact point of two curves on the dimpled drop sur-
ace. The nearly straight line is a parabola curve describing the
impled region while the other curve is the circular edge.

ig. 3 Dimensionless slip-velocity distribution on the dimpled
rop surface. The point x0 corresponds to the end of the

-coordinate at the center of the top surface.
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3 External Streaming
The Stokes layer plays the role of a slip velocity in driving the

outer flow and is directed from the equatorial plane to the polar
axes. For this outer streaming, the boundary layer equation based
on the above x, y-coordinate system is

u
�u

�x
+ v

�v
�y

=
�2u

�y2

where the following scaling is used:

y =
y�

�Re
and v =

v�
�Re

�9�

The continuity equation is

1

r�x�
��ru�

�x
+

�v
�y

= 0 �10�

and the energy equation is

u
�T

�x
+ v

�T

�y
=

1

Prair

�2T

�y2 �11a�

Here, the temperature scaling

T =
T* − T�

Tmax − T�

�11b�

is used and also the scaled coordinates given in Eq. �9� apply. The
boundary conditions are

u = u�x�, v = 0, T = T�x� at y = 0 �12a�

u = 0,
�v
�y

= 0, T = 0 as y → � �12b�

u = 0,
�v
�y

= 0,
�T

�x
= 0 at x = 0 �12c�

Here, u�x� is used from the slip-velocity calculations for the oblate
spheroid in Ref. �6�, and boundary temperature is taken as T�x�
=1.

The coupled sets of nonlinear partial differential equations are
solved using an implicit finite-difference scheme with marching
from equator to pole �x=0 to x=1�. The symmetry in the problem
about the stagnation plane x=0 is utilized in carrying out the
solution procedure over only the upper half of the drop.

�1� Momentum equation. Derivatives with respect to both x and
y are approximated by central differences based on the half-
way point in the x-direction, �i+1 /2, j�.


 �u

�x



i+1/2,j
=

ui+1,j − ui,j

�x
�13a�


 �u

�y



i+1/2,j
=

1

2
�ui,j+1 − ui,j−1

2�y
+

ui+1,j+1 − ui+1,j−1

2�y
�
�13b�


 �2u

�y2

i+1/2,j

=
1

2
�ui,j+1 − 2ui,j + ui,j−1

�y2

+
ui+1,j+1 − 2ui+1,j + ui+1,j−1

�y2 � �13c�

For convergence of the nonlinear term, Eq. �13a� is written

as
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0


 �u

�x



i+1/2,j
=

ui+1,j
n+1 − ui,j

n

�x
�

2ui+1,j
n+1 − ui+1,j

n − ui,j
n

�x

�13d�

Then, the momentum equation can be represented in the
familiar tridiagonal form as

aui+1,j−1
n+1 + bui+1,j

n+1 + cui+1,j+1
n+1 = d �14�

where

a = −
vi+1/2,j

n

4�y
−

1

2�y2 �15a�

b =
1

�x
�ui,j

n + ui+1,j
n � +

1

�y2 �15b�

c =
vi+1/2,j

n

4�y
−

1

2�y2 �15c�

and

d =
1

2�x
�ui+1,j

n + ui,j
n ��ui+1,j

n + ui,j
n � −

vi+1/2,j

4�y
�ui,j+1

n − ui,j−1
n �

+
ui,j+1

n − 2ui,j
n + ui,j−1

n

2�y2 �15d�

�2� Continuity equation. By numerical integration of the conti-
nuity equation, vi+1/2,j+1

n is obtained as

vi+1/2,j+1
n = vi+1/2,j

n −
1

2

1

ri

�y

�x
�ri+1�ui+1,j+1

n + ui+1,j
n �

− ri�ui,j+1
n + ui,j

n �� �16�
�3� Energy equation. As the discretization procedure of mo-

mentum equation, the differentiated quantities in the energy
equation are as follows:


u
�T

�x



i+1/2,j
=

1

2
�ui,j + ui+1,j�

Ti+1,j − Ti,j

�x
�17a�


v
�T

�y



i+1/2,j
= vi+1/2,j

1

2
�Ti,j+1 − Ti,j−1

2�y
+

Ti+1,j+1 − Ti+1,j−1

2�y
�

�17b�


 1

Prair

�2T

�y2 

i+1/2,j

=
1

Prair

1

2
�Ti,j+1 − 2Ti,j + Ti,j−1

�y2

+
Ti+1,j+1 − 2Ti+1,j + Ti+1,j−1

2�y2 �
�17c�

With the above terms, the energy equation can be repre-
sented in the familiar tridiagonal form as

aTi+1,j−1
n+1 + bTi+1,j

n+1 + cTi+1,j+1
n+1 = d �18�

where

a = −
vi+1/2,j

n

4�y
−

1

2�y2

1

Prair
�19a�

b =
1

2�x
�ui,j

n + ui+1,j
n � +

1

�y2

1

Prair
�19b�

c =
vi+1/2,j

n

−
1

2

1
�19c�
4�y 2�y Prair
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d =
1

2�x
�ui+1,j

n + ui,j
n �Ti,j

n −
vi+1/2,j

4�y
�Ti,j+1

n − Ti,j−1
n �

+
Ti,j+1

n − 2Ti,j
n + Ti,j−1

n

2�y2 Prair
�19d�

4 Convective Heat Transfer From a Sphere
To confirm that the governing equations and the model predic-

tions are correct, the known solution for streaming and convective
transport from a sphere �25� is used as a reference. For symmetric
conditions, the first quadrant �0�	�
 /2� is considered. The di-
mensionless slip velocity due to the Stokes layer around the
sphere is known as �22,25�

v	 = 45
16 sin 	 cos 	 �20�

At the beginning of the calculations, v and T are assumed to be
symmetric at the equator �i=1�. The process is repeated until it
satisfies the boundary condition and that the sum of absolute dif-
ferences between the current and previous iterates at all y loca-
tions falls down below a certain prescribed tolerance.

The computation results for this steady flow field are repre-
sented by the boundary layer velocity profiles in Fig. 4 showing
the radial variation of u at different angular locations along the
periphery of the sphere. The appropriate boundary conditions
specified at the surface �j=1� and in the far field �j=ny� for the
energy equation are

Ti,1 = 1, Ti,ny = 0 for 1 � i � nx �21�

A plot of the boundary layer temperature profiles for air �Prair
=0.7� is presented in Fig. 5, and the dimensionless heat flux is
given in Fig. 6. These results show very good agreement with
Gopinath and Mills �25� for both the velocity and the temperature
profiles. These investigators �25� characterized the total heat trans-
fer between the sphere and the fluid by the average Nusselt num-
ber, which can be expressed as

Nu
�Res

= − 2�
0

1 � �T

�y
�

y=0
dx �22�

The derivative in the integrand, representing the temperature gra-
dient at the surface of the sphere, is approximated from the nu-
merical results for the temperature field to second-order accuracy,
i.e.,


 �T

�y



y=0
= �2Ti,2 − 1.5Ti,1 − 0.5Ti,3�/�y + O��y2� �23�

With Prair=0.7, their �25� average Nusselt number is 1.1022 while
in the present study it is calculated as 1.1060.

5 Convective Heat Transfer From the Dimpled Drop
With uniform temperature on a dimpled drop surface, the ve-

locity profile and the temperature profile are similar to the sphere
case. The heat transfer from the surface to the air is calculated by
Eq. �22�. Figure 7 shows its temperature gradient at the surface on
a logarithmic scale as the surface temperature is 1. For an arbi-
trary temperature profile on the surface, the corresponding heat
flux could be calculated in the same way.

The convective heat transfer from each of the grid points to the
external flow is considered as a boundary condition for the energy
balance of dimpled glycerin drop. However, the iterative method
by which the boundary condition is applied at every step takes an
enormous amount of computational time. To save CPU time, Leg-
endre polynomials are employed to replace the iteration. The sur-
face temperature profile along the x-coordinate can be expressed

in terms of Legendre polynomials as
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a

loca

J

Ts���� = �
n=0

�

CnPn���� �24a�

here

Cn = �2n + 1��
0

1

Ts����Pn����d�� �24b�

nd

Fig. 4 Boundary layer velocity pro
sphere. The corresponding angular

Fig. 5 Boundary layer temperature p
ing flow on a sphere. The correspond

shown.
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0 � �� � 1 �24c�

represents the oblate spheroidal coordinate starting with x=0.
When each Legendre polynomial Pn���� is taken as a surface
temperature and the iterative method is used, the corresponding
heat flux Qn���� is obtained. Then, the convective heat flux per
unit area is

for the outer streaming flow on a
tions, �, in degrees are shown.

files „Prair=0.7… for the outer stream-
angular locations, �, in degrees are
files
ro
ing
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F
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0

qs���� = �
n=0

�

CnQn���� �25�

or the symmetry condition at x=0, n can be only even numbers
0, 2, 4, 6, 8,…�. As the number of points in the x-grid is 100 and

is taken up to 30, the coefficient Qn��� becomes a 100�16

ig. 6 Temperature gradient at the surface of a sphere with
niform temperature. The x-coordinate is along a meridian

rom the equator to the top pole.

ig. 7 Temperature gradient on a dimpled drop surface with a
niform temperature

Table 1 The coefficient ma

3.21 5.60 −4.83 3.68 −2.55 1.70 −1.09 0.70
.30 −3.29 3.64 −2.56 1.89 −1.22 0.85 −0.53
.09 −0.13 −3.48 3.72 −2.40 1.77 −1.09 0.75
0.17 0.52 −0.44 −3.93 4.17 −2.61 1.90 −1.13
.14 −0.61 0.89 −0.59 −4.39 4.61 −2.79 1.97
0.12 0.41 −0.92 1.10 −0.63 −4.85 5.04 −2.99
.09 −0.34 0.64 −1.20 1.34 −0.75 −5.19 5.39
0.06 0.19 −0.49 0.84 −1.45 1.54 −0.79 −5.61
.03 −0.15 0.32 −0.72 1.10 −1.72 1.72 −0.83
0.01 0.05 −0.24 0.47 −0.91 1.27 −1.87 1.80
0.01 −0.03 0.13 −0.38 0.62 −1.06 1.42 −2.02
.00 0.02 −0.12 0.24 −0.51 0.76 −1.24 1.60
.00 −0.01 0.03 −0.15 0.28 −0.58 0.85 −1.35
0.01 0.00 −0.03 0.05 −0.20 0.36 −0.70 0.98
.00 −0.01 0.00 −0.04 0.09 −0.29 0.46 −0.81
0.01 0.01 −0.03 0.03 −0.12 0.18 −0.39 0.56
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matrix. This matrix can be expressed in a much simpler form by
using Legendre polynomials as follows:

Qn���� = �
m=0

�

BmnPm���� �26a�

where

Bmn = �2m + 1��
0

1

Qn����Pm����d�� �26b�

The set of coefficients Bmn is a 16�16 square matrix shown in
Table 1. For any arbitrary surface temperature profile on a
dimpled shape drop, the convective heat transfer can be calculated
from this 16�16 matrix with Legendre polynomials. The iterative
result and polynomial result are compared in Fig. 8. Its sample
surface temperature profile is taken as

Ts = e−10x �27�

6 Results: Convective Boundary Conditions for Inter-
nal Flow and Biot Number Calculation

The heat flux on the droplet surface is scaled in terms of a Biot
number in the energy balance equation of internal flow. In terms
of normal temperature gradient, the Biot number takes the form

x of Legendre polynomials

−0.45 0.29 −0.19 0.12 −0.08 0.05 −0.04 0.03
0.35 −0.19 0.12 −0.06 0.06 −0.05 0.05 −0.04

−0.41 0.24 −0.09 0.05 −0.01 0.02 −0.01 0.01
0.77 −0.40 0.26 −0.11 0.09 −0.05 0.07 −0.04

−1.11 0.75 −0.37 0.24 −0.08 0.05 0.01 0.01
2.11 −1.21 0.84 −0.44 0.29 −0.11 0.08 −0.02

−3.18 2.24 −1.25 0.85 −0.41 0.24 −0.05 0.03
5.83 −3.44 2.41 −1.35 0.91 −0.45 0.29 −0.10

−5.97 6.18 −3.59 2.48 −1.35 0.91 −0.42 0.27
−0.80 −6.36 6.56 −3.82 2.65 −1.46 1.00 −0.49
1.93 −0.83 −6.69 6.91 −4.02 2.79 −1.54 1.04

−2.22 2.09 −0.87 −6.98 7.21 −4.18 2.86 −1.54
1.72 −2.33 2.13 −0.82 −7.35 7.59 −4.40 3.02

−1.49 1.84 −2.44 2.21 −0.81 −7.66 7.91 −4.58
1.07 −1.59 1.94 −2.55 2.30 −0.81 −7.96 8.22

−0.93 1.20 −1.73 2.09 −2.71 2.42 −0.84 −8.22

Fig. 8 Comparison of the results from an iterative procedure
and a Legendre polynomial expansion
tri
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�28�

here the values for 	�T /�y	y=0 are given in Figs. 7 and 8 for
onstant temperature and an exponential behavior �Eq. �27�� at the
urface. Here, the temperature difference T in the denominator is
ith reference to a zero far field �see Eq. �11b��. The parameter
=H /R� is an aspect ratio based on the minimum half-thickness
of the drop �at the center� and the drop radius �see Ref. �15��.

hus, for other types of surface conditions, an appropriate normal
irectional temperature gradient, 	�T /�y	y=0, can be obtained from
he external flow model, and the thermal conductivities are given
y tables. In an iteration cycle, the previous temperatures are used
or the Biot number calculation. For the Reynolds number corre-
ponding to external flow, the velocity is calculated from the pa-
er by Lee et al. �27�. They have two plots of the acoustic Bond
umber versus dimensionless equatorial radius for drops of size
=0.74 and �=0.58 with � defined as a scaled drop radius given
y the product of a wavenumber and the equatorial radius of the
rop. The equatorial radius R is scaled by the spherical drop ra-
ius Req to become

R* = R/Req =
0.325 � 1.1 cm

0.186 cm
= 1.922 �29�

hen the wave number is 4.25 cm−1 for 23 kHz, and the equiva-
ent spherical drop radius is 0.186 cm,

� = 4.25 cm−1 � 0.186 cm = 0.791 �30�

ith the above R* and �, the acoustic Bond number Ba is 1.71.
rom the Bond number definition, the velocity amplitude of the
coustic wave is

Ua =� Ba�

�airReq
=� 1.71 � 0.0633 kg/s2

1.1614 kg/m3 � 0.00186 m
= 7.0787 m/s

�31�

nd the streaming velocity amplitude �at 23 kHz� is

A =
Ua

2

�d
=

7.07872

2
 � 23000 � 0.0065
= 0.05334 m/s �32�

hen, the Reynolds number of external streaming is

Reext =
AR

�
=

0.05334 � 0.00325

15.89 � 10−6 = 10.91 �33�

his completely defines the parameters necessary to obtain a Biot
umber for the flattened drop under convective transport from
coustic streaming. Therefore, Eq. �28� can be used as a boundary
ondition for internal flow energy balance.

Conclusions
Acoustic streaming about a heated body causes convective heat

ransfer that has an inherently different character from the conven-
ional heat transfer. This is so particular because the streaming
elocity distribution is characterized by a very thin Stokes layer at
he interface, effectively equivalent to a slip velocity. In the
resent analysis, the case of an acoustically flattened disk-shaped
rop was considered, and the acoustic streaming together with the
ssociated slip velocity was approximated by the available results
or an oblate spheroid. The flow field was considered in the lami-
ar range. With the application of the slip velocity on the surface
f the drop, together with the application of a temperature distri-
ution on the drop surface, the corresponding heat-transfer rates
nd, hence, the Biot number �spatially variable� were calculated
or application to other more complicated spot-heating cases �15�.
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Nomenclature
A � streaming amplitude, slip-velocity coefficient

a ,b ,c � coefficients of coordinate transformation
a ,b ,c ,d � coefficients of tridiagonal matrix form

Bi � Biot number
Bmn � Legendre polynomial coefficients for Qn����
Cn � Legendre polynomial coefficients for surface

temperature, Ts����.
Ba � acoustic Bond number
i, j � discretization parameters

K � thermal conductivity
Nu � Nusselt number
Pr � Prandtl number

Pn���� � Legendre polynomials
qs���� � surface heat flux

Qn���� � expansion function for heat flux
r � radial coordinate �cylindrical�

R� � Maximum radius of dimpled drop
R0 � radius of curvature of the edge of the dimpled

drop
Req � spherical equivalent radius
R* � scaled radius R0 /Req
Re � Reynolds number

Reext � external flow Reynolds number
Res � streaming Reynolds number

T � temperature
Ts � surface temperature
Ua � streaming velocity amplitude

u � velocity in the x-direction
v � velocity in the y-direction

vs � slip velocity
x � coordinate along the surface �Fig. 1�
y � coordinate perpendicular to the surface
z � axial coordinate �cylindrical�
� � scaled drop size �radius�wavelength�
 � drop aspect ratio

��� ,�� ,��� � oblate spheroidal coordinates

References
�1� Chung, S. K., Thiessen, D. B., and Rhim, W. K., 1990, “A Noncontact Mea-

surement Technique for the Density and Thermal Expansion Coefficient of
Solid and Liquid Materials,” Rev. Sci. Instrum., 67, pp. 3175–3181

�2� Trinh, E. H., Marston, P. L., and Robey, J. L., 1988, “Acoustic Measurement
of the Surface Tension of Levitated Drops,” J. Colloid Interface Sci., 124, pp.
95–103

�3� Chung, S. K., and Trinh, E. H., 1998, “Containerless Protein Crystal Growth in
Rotating Levitated Drops,” J. Cryst. Growth, 194, pp. 384–397.

�4� Rednikov, A. Y., Riley, N., and Sadhal, S. S., 2003, “The Behaviour of a
Particle in Orthogonal Acoustic Fields,” J. Fluid Mech., 486, pp. 1–20.

�5� Rednikov, A. Y., and Riley, N., 2002, “A Simulation of Streaming Flows
Associated With Acoustic Levitators,” Phys. Fluids, 14�4�, pp. 1502–1510.

�6� Rednikov, A., and Sadhal, S. S., 2004, “Steady Streaming From an Oblate
Spheroid Due to Vibrations Along Its Axis,” J. Fluid Mech., 499, pp. 345–380.

�7� Sadhal, S. S., Rednikov, A. Y., and Ohsaka, K., 2004, “Shape Relaxation of a
Liquid Drop in a Microgravity Environment,” Ann. N.Y. Acad. Sci., 1027, pp.
447–463.

�8� Rednikov, A. Y., Zhao, H., Sadhal, S. S., and Trinh, E. H., 2006, “Steady
Streaming Around a Spherical Drop Displaced From the Velocity Antinode in
an Acoustic Levitation Field,” Q. J. Mech. Appl. Math., 59, pp. 377–397.

�9� Hyers, R. W., Matson, D. M., Kelton, K. F., and Rogers, J. R., 2004, “Con-
vection in Containerless Processing,” Ann. N.Y. Acad. Sci., 1027, pp. 474–
494.

�10� Li, B. Q., and Song, S. P., 1998, “Thermal and Fluid Flow Aspects of Elec-
tromagnetic and Electrostatic Levitation—A Comparative Modeling Study,”
Microgravity Sci. Technol., 11, pp. 134–143.

�11� Matson, D. M., Fair, D. J., Hyers, R. W., and Rogers, J. R., 2004, “Contrasting
Electrostatic and Electromagnetic Levitation Experimental Results for Trans-
formation Kinetics of Steel Alloys,” Ann. N.Y. Acad. Sci., 1027, pp. 435–446.

�12� Rhim, W. K., Ohsaka, K., Paradis, P.-F., and Spjut, R. E., 1999, “Noncontact
Technique for Measuring Surface Tension and Viscosity of Molten Materials
Using High Temperature Electrostatic Levitation,” Rev. Sci. Instrum., 70, pp.
2796–2801.

�13� Rulison, A. A., and Rhim, W. K., 1994, “A Noncontact Measurement Tech-

nique for the Specific Heat and Total Hemispherical Emissivity of Under-

SEPTEMBER 2008, Vol. 130 / 091602-7



0

cooled Refractory Materials,” Rev. Sci. Instrum., 65, pp. 695–700.
�14� Rhim, W. K., and Ishikawa, T, 1998, “Noncontact Electrical Resistivity Mea-

surement Technique for Molten Metals,” Rev. Sci. Instrum., 69, pp. 3628–
3633.

�15� Lee, S. H., Ohsaka, K., Rednikov, A. Y., and Sadhal, S. S., 2006, “Noncontact
Thermophysical Property Measurement by Levitation of a Thin Liquid Disk,”
Ann. N.Y. Acad. Sci., 1077, pp. 75–95.

�16� Ohsaka, K., Sadhal, S. S., and Rednikov, A., 2002, “Thermocapillary Flow
Induced by Laser-Heating of an Acoustically Levitated Flattened Glycerin
Drop,” ASME J. Heat Transfer, 124, p. 599.

�17� Ohsaka, K., Rednikov, A., and Sadhal, S. S., 2003, “Noncontact Technique for
Determining the Thermal Diffusivity Coefficient on Acoustically Levitated
Liquid Drops,” Rev. Sci. Instrum., 74, pp. 1107–1112.

�18� Li, B. Q., 2006, “Effect of Convection on the Measurement of Thermophysical
Properties Using Levitated Droplets,” Ann. N.Y. Acad. Sci., 1077, pp. 1–32.

�19� Shen, F., Khodadadi, J. M., Woods, M. C., Weber, J. K. R., and Li, B. Q.,
1997, “Containerless Thermal Diffusivity Determination of High-Temperature
Levitated Spherical Specimen by Extended Flash Methods: Theory and Ex-
perimental Validation,” ASME J. Heat Transfer, 119, pp. 210–219.

�20� Rhim, W. K., Chung, S. K., Rulison, A. J., and Spjut, R. E., 1997, “Measure-
ments of Thermophysical Properties of Molten Silicon by a High-Temperature

Electrostatic Levitator,” Int. J. Thermophys., 18, pp. 459–469.

91602-8 / Vol. 130, SEPTEMBER 2008
�21� Ohsaka, K., Rednikov, A., Sadhal, S. S., and Trinh, E. H., 2002, “Noncontact
Technique for Determining Viscosity From the Shape Relaxation of Ultrasoni-
cally Levitated and Initially Elongated Drops,” Rev. Sci. Instrum., 73, pp.
2091–2096.

�22� Riley, N., 1966, “On a Sphere Oscillating in a Viscous Fluid,” Q. J. Mech.
Appl. Math., 19, pp. 462–472.

�23� Rayleigh, L., 1883, “On the Circulation of air Observed in Kundt’s Tubes and
Some Allied Acoustical Problems,” Philos. Trans. R. Soc. London, 175, pp.
1–21.

�24� Aktas, M. K., Farouk, B., and Lin, Y., 2005, “Heat Transfer Enhancement by
Acoustic Streaming in an Enclosure,” ASME J. Heat Transfer, 127, pp. 1313–
1327.

�25� Gopinath, A., and Mills, A. F., 1993, “Convective Heat Transfer From a
Sphere Due to Acoustic Streaming,” ASME J. Heat Transfer, 115, pp. 332–
341.

�26� Bullard, C., Hyers, R. W., and Abedian, B., 2005, “Spin-Up Instability of a
Levitated Molten Drop in Magnetohydrodynamic-Flow Transition to Turbu-
lence,” IEEE Trans. Magn., 41�7�, pp. 2230–2236.

�27� Lee, C. P., Anilkumar, A. V., and Wang, T. G., 1994, “Static Shape of an
Acoustically Levitated Drop With Wave-Drop Interaction,” Phys. Fluids,

6�11�, pp. 3554–3566.

Transactions of the ASME



1

t
n
c
s
h
s
p
s
n
i
e

=
f
R
�
N
t
v
r
h
h
l
b
B
r
a
e
T

N

c
Y

J

Abu Seena
Department of Mechanical Engineering,

Korea Advanced Institute of Science and
Technology,

Daejeon 305-701, Korea
e-mail: abuseena@kaist.ac.kr

Noor Afzal
Faculty of Engineering,

Aligarh Muslim University,
Aligarh 202002, India

e-mail: noor.afzal@yahoo.com

Power Law Velocity and
Temperature Profiles in a Fully
Developed Turbulent Channel
Flow
The power law temperature distribution in a fully developed turbulent channel flow for
large Peclet numbers has been proposed in the present work. The analysis of the power
law velocity profile in a fully developed mean turbulent channel flow would be used for
carrying out the analysis of the power law temperature profile. The Reynolds mean
thermal energy equation in a fully developed mean turbulent channel flow has been
analyzed. The mean turbulent thermal flow is divided in the inner and outer thermal
layers that have been matched by Izakson–Millikan–Kolmogorov hypothesis to get the
power law temperature profiles and the power law heat transfer law in the overlap
region, in addition to traditional log laws for temperature profiles and heat transfer. It
has been shown that the envelope of the heat transfer power law gives the heat transfer
log law. Further, it is shown that the temperature power law index and prefactor are
functions of the friction Peclet number, as well as function of an alternate variable, the
nondimensional friction temperature. It is shown that for large Peclet numbers the power
law temperature profile is equivalent to the log law temperature profile. The direct nu-
merical simulation velocity profile data of fully developed turbulent flow provide good
support for the power law temperature profile theory. �DOI: 10.1115/1.2944239�
Introduction
The convective heat transfer from surfaces beneath a flowing

urbulent fluid is especially important in a large number of tech-
ological applications as the rate of this heat transfer is signifi-
antly augmented relative to the laminar flow condition �1,2�. De-
pite the importance of the Reynolds shear stress and Reynolds
eat flux relative to momentum and energy transport, the proper
caling remains an open question �3–7�. Challenges limiting
rogress relate to the scarcity of high quality data sets that also
pan a useful Reynolds number range. Interestingly, neither inner
or outer normalizations are successful in the vicinity of the peak
n the Reynolds stress and Reynolds heat flux profiles. The present
ffort explicitly addresses this issue.

Nikuradse �8� proposed the power law velocity distribution u+

Cy1
� from his data in a fully developed turbulent pipe flow, and

ound that the power law index � and power law prefactor C are
eynolds number dependent �Ref. �6��. The power law constants
and C as functions of Reynolds number were estimated by

ikuradse �8� from his own data. Narasimha �9� has pointed out
hat the recent analysis of relation between power law and log law
elocity profiles of Barenblatt and co-workers, reviving an issue
aised already in Ref. �12�, call for accurate experimental data at a
igh Reynolds number. Further, the pipe flow velocity profile ex-
ibits a very weak defect layer, so a more severe test for power
aw velocity profile would be a high Reynolds number turbulent
oundary layer �where the overlap would not constitute what
arenblatt and co-workers called “main body of flow”�. The cor-

elations for the power law constants proposed by various workers
nd shown in Refs. �10,11,13–17�. It has been shown that the
nvelope of the friction factor gives the friction factor log law.
he matching of the velocity profile u by the Izakson–Millikan–

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 14, 2007; final manuscript re-
eived November 7, 2007; published online July 3, 2008. Review conducted by

ogesh Jaluria.

ournal of Heat Transfer Copyright © 20
Kolmogorov hypothesis gives an open functional equation and its
solution, as shown by Afzal et al. �16,17�, lead to power law
velocity profiles in addition to log laws. Further, it has also been
described that the power law index � and prefactor C are func-
tions of the friction Reynolds number, as well as function of an
alternate variable, the nondimensional friction velocity �. An in-
teresting review of the research work on the power law velocity
profile has been reported by Buschmann and Gad-el-Hal �18�.

The present work deals with the power law temperature distri-
bution in a fully developed turbulent channel flow for large Peclet
numbers. The velocity profile analysis in a fully developed mean
turbulent channel flow would be used for carrying out the analysis
of the temperature profile. The Reynolds mean thermal energy
equations in a fully developed mean turbulent channel flow have
been analyzed. The mean turbulent thermal flow is divided in the
inner and outer thermal layers that have been matched by the
Izakson–Millikan–Kolmogorov hypothesis to get the power law
temperature profiles and the power law heat transfer law in the
overlap region, in addition to traditional log laws. It has been
shown that the envelope of the heat transfer power law gives the
heat transfer log law. Further, it has also been described that the
power law temperature index �t and prefactor Ct are functions of
the friction Peclet number, as well as function of an alternate
variable, the nondimensional friction temperature �t. It is shown
that for large Peclet numbers, the power law temperature profile is
equivalent to the log law temperature profile. The velocity profile
in a fully developed turbulent flow in a channel from direct nu-
merical simulation �DNS� by Iwamoto et al. �19� is for R�

=109.4, 150.5, 297.9, 395.8, and 642.5. Abe et al. �20�, Abe and
Kawamura �21�, and Abe et al. �22� for R�=180, 395, 640, and
1020, Hoyas and Jimenez �23� for R�=2000, and experimental
data of Zanoun �24� provided good support for the power law
velocity profile theory. The DNS temperature profile data of a
fully developed turbulent flow in a channel given by Abe and
Kawamura �20� and Abe et al. �21� for R�=180, 395, and 640
provide good support for the power law temperature profile

theory.
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Velocity Profile in Turbulent Channel Flow
The turbulent channel flow momentum equation in standard

otations �1,2� is

�
�2u

�y2 +
1

�

��

�y
=

1

�

�p

�x
�1�

ere, u�y� is the axial velocity, y is the normal coordinate,
=−��u�v�� is the appropriate Reynolds shear stress, u�=��w /� is

he friction velocity, �w is the skin friction, � is the fluid density,
nd � is the molecular kinematic viscosity of fluid. The boundary
onditions on the wall and axis of symmetry are y=0, u=�=0 and
=�, and u−Uc=�=0 where � is the half channel depth or pipe
adius as appropriate and Uc is the center line velocity. The overall
escription of turbulent shear flow has been in terms of two sepa-
ate length scales �inner wall layer and outer wake layer� at large
eynolds numbers. The inner variables and inner layer Reynolds
quation become

u = u�u+�y+,R��, � = �u�
2�+�y+,R��, y+ =

yu�

�
�2�

du+

dy+
+ � = 1 − R�

−1y+ �3�

he outer variables and outer layer Reynolds equation become

u = Uc − u�F�Y,R��, � = �u�
2G�Y,R��, Y =

y

�
�4�

G = 1 − Y + R�
−1dF

dY
�5�

ere, R�=u�� /� is the friction Reynolds number and Re=Ubd /�
s the Reynolds number based on channel depth 2� and average
elocity Ub.

By assuming that for sufficiently large Reynolds numbers, there
xist an overlap domain where the inner and outer layer solutions
ust match with the Izakson–Millikan–Kolmogorov hypothesis as

u+�y+� = Uc+�R�� − F�Y�, Uc+ �
Uc

u�

�6�

he matching relation �6� for the first and second derivatives be-
ome

y+
�u+

�y+
= R�

�Uc+

�R�

�7a�

y+
2 �2u+

�y+
2 = R�

2�2Uc+

�R�
2 �7b�

he mean turbulent flow is divided in the inner and outer layers
hat have been matched by the Izakson–Millikan–Kolmogorov hy-
othesis �25–28� to get the traditional log laws �26,27� as well as
he power law velocity profile �16,17�.

2.1 Power Law Velocity Profile From Matching. The alter-
ate functional equation described here gives the power law ve-
ocity profile. The functional Eq. �7b� may be divided by the func-
ional relation �7a�, which gives an alternate functional equation

y+
�2u+/�y+

2

�u+/�y+
= R�

�2Uc+/�R�
2

�Uc+/�R�

�8�

nd its functional solution may be expressed, in the variable sepa-
able form, as

y+
�2u+/�y+

2

= � − 1 �9a�

�u+/�y+

91701-2 / Vol. 130, SEPTEMBER 2008
R�

�2Uc+/�R�
2

�Uc+/�R�

= � − 1 �9b�

where constant � is independent of y+ and R�. The integral of
these equations give

�u+

�y+
= Jy+

�−1 �10a�

�Uc+

�R�

= JR�
�−1 �10b�

where J is a constant of integration. The two cases �=0 and �
�0 would arise during further integration leading to the log law
and the power law. In the second case ��0, the integration on
each side of Eqs. �10a� and �10b� gives the power law relations.
The solution is

u+�y+� = Cy+
� �11a�

u+ = C1Y� �11b�

Uc

u�

= CR�
� + E �11c�

Here, C=J /�, C1=CR�
�, and E is a constant of integration. The

uniformly valid solution for the velocity profile and skin friction
power law become

u

u�

= Cy+
� + E��Y� �12a�

u

u�

= C1Y� + E��Y� �12b�

Uc − u

u�

= C1�− Y� + 1� + E�1 − ��Y�� �12c�

Here, ��Y� is the power law wake function subjected to the
boundary conditions ��0�=0 and ��1�=1. The average velocity
ub from the integration of the power law velocity profile �12a�
over the cross section of the channel becomes

Ub

u�

=
C

1 + �
R�

� + Eb �13�

The friction factor � becomes

� = 8mRe−n	1 + Ebm�1+��/2Re−�
 8

�
��/2�−2/�1+��

�14�

where Re=2�Ub /�, m= �2��1+�� /C�2/�1+��, and n=2� / �1+��.
The Reynolds shear stress is

�

�w
= 1 − C�y+

�−1 −
y+

R�

−
E

R�

d�

dY
,

�15�
�

�w
= 1 − Y −

1

R�

C1�Y�−1 −
E

R�

d�

dY

The location of the maxima in Reynolds stress y+m and its maxi-
mum value �+m become

y+m = �C��1 − ��R��1/�2−�� �16a�

�+m = 1 −
2 − �

1 − �
�C��1 − ���1/�2−��R�

−�1−��/�2−�� �16b�

The envelope of the skin friction power law with C=a�−1+b
provides �a+b�� � ln R�=a and the skin friction log law

Uc =
1

ln R� + B + E �17�

u� k
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k−1 =
a

	
exp�	� �18a�

B = b exp�	� �18b�

here k is the Karman constant and B is the intercept of the log
aw, which as shown later, depends on the Reynolds number
hrough function 	. The power law index � and prefactor C yield

� =
	

ln R�

�19a�

C = 
 	

k�
+ B�exp�− 	� �19b�

C = 
1

k
ln R� + B�exp�− 	� �19c�

he power law constants � and C may also be expressed in terms
f the friction velocity �, by eliminating the ln R� term from Eq.
17� as

� = k−1 �

1 − E�
�20a�

C = 
1

�
− E�exp�− 	� �20b�

� =
u�

Uc
�20c�

he constant 	, which is based on expressions �19a�–�19c� and
20a�–�20c� yield,

	 = 
1 +
kB

ln R�
�−1

�21a�

	 =
1 − �B + E��

1 − E�
�21b�

2.2 Log Law Velocity Profiles From Matching. The uni-
ormly valid solution for the velocity profile becomes

u

u�

=
1

k
ln y+ + B + DW�Y� �22a�

Uc − u

u�

= −
1

k
ln Y + D�1 − W�Y�� �22b�

ere, W�Y� is the Coles �29� wake function subjected to the
oundary conditions W�0�=0 and W�1�=1. The average velocity

b from integration of velocity profile �22a� over the cross section
f the channel gives friction factor as

� = 8
ub

u�
�2

= 8	1

k
ln
Re��

8
� + B + D −

1

k
�−2

�23�

he Reynolds shear stress relations are

�

�w
= 1 −

1

ky+
−

y+

R�

−
D

R�

dW

dY
,

�

�w
= 1 − Y −

1

R�kY
−

D

R�

dW

dY

�24�

he location of the maxima in Reynolds stress y+m and its maxi-
um value �+m become

R�
y+m =�
k

�25a�

ournal of Heat Transfer
�+m = 1 −
2

�kR�

�25b�

3 Temperature Profiles in a Turbulent Channel Flow
The thermal Reynolds equation of temperature profile in a fully

developed channel is �1,2�

u
�T

�x
=

�




�2T

�y2 +
��t

�Cp�y
�26�

Here, T�y� is the temperature, y is the normal coordinate,
�t=−�Cp�v�t�� is the appropriate thermal Reynolds stress, 
 is
molecular Prandtl number, T�=−qw / ��Cpu�� is the friction tem-
perature, and qw is the wall heat flux. The boundary conditions on
the wall and axis of symmetry are y=0, T−Tw=�t=0 and y=�,
T−Tc=�t=0, where Tw is the wall temperature and Tc is the cen-
terline temperature. The wall heat transfer rate qw / ��Cp�
=−�
−1�dT /dy�w and Stanton number St=u�T� / Uc�Tc−Tw��. An
integral of thermal Eq. �26� for y between 0 and � yields �T /�x
=qw / ��cp�Ub�=−u�T� / ��Ub�. The thermal Reynolds equation of
temperature profile �26� in a fully developed channel becomes

�




dT

dy
+

�t

�Cp
= u�T�
1 −

1

�
�

0

y
u

Ub
dy� �27�

Two layer theory of turbulent heat transfer. The overall descrip-
tion of turbulent shear flow has been in terms of two separate
layers �inner wall variable �=
y+ and outer wall variable Y
=y /�� at large Reynolds numbers as described below.
Inner wall layer:

T − Tw = T�t+��,P��, �t = �Cpu�T��t��,P��, � = 
y+ �28�

dt+

d�
+ �t = 1 − P�

−1 u�

Ub
�

0

�

u+d� �29�

Outer defect layer:

T − Tc = T�Ft�Y,P��, �t = �Cpu�T�Gt�Y,P��, Y =
y

�
�30�

Gt = 1 −
Uc

Ub
Y −

u�

Ub
�

0

Y

FdY + P�
−1dFt

dY
�31�

The matching of the inner and outer layers would have overlap
regions and the appropriate parameter is the friction Peclet num-
ber P�=
R�. In the overlap region, the matching is carried out for
large Peclet numbers P�→� through the Izakson–Millikan–
Kolmogorov hypothesis.

The temperature profile expansion �28� in the inner layer and
Eq. �30� in the outer layer are matched in the overlap region by
functional equation

t+��� = Tc+�T�� − Ft�Y� �32�

where Tc+�P��= �Tc−Tw� /T�. The first and the second differentials
become

�
dt+

d�
= P�

dTc+

dP�

�33a�

�
d2t+

d�2 = P�

d2Tc+

dP�
2 �33b�

3.1 Power Law Temperature Profile From Matching. The
alternate functional equation described here gives the power law
temperature profile. The functional Eq. �33b� may be divided by
the functional relation �33a�, which gives an alternate functional

equation
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�
�2t+/��2

�t+/��
= P�

�2Tc+/�P�
2

�Tc+/�P�

�34�

nd its functional solution may be expressed, in the variable sepa-
able form, as

�
�2t+/��2

�t+/��
= �t − 1 �35a�

P�

�2Tc+/�P�
2

�Tc+/�P�

= �t − 1 �35b�

here constant �t is independent of � and P�. The integral of
hese equations gives

�t+

��
= Jt�

�t−1 �36a�

�Tc+

�R�

= JtP�
�t−1 �36b�

here Jt is a constant of integration. The two cases �t=0 and �t
0, would arise during further integration leading to the log law

nd the power law. In the second case, �t�0, the integration of
he relations �36a� and �36b� give the following power law rela-
ions:

all power law

t+�y+� = Ct�
y+��t �37a�

t+�Y� = Ct1Y�t �37b�

eat transfer power law

Tc − Tw

T�

= Ct�
R���t + Et �38�

ere, Ct=Jt /�t, Ct1=Ct�
R���t, and Et is a constant of integration.
niformly valid solutions for velocity profile and skin friction
ower law become

T − Tw

T�

= Ct�
y+��t + Et�t�Y� �39a�

T − Tw

T�

= Ct1Yt
� + Et�t�Y� �39b�

Tc − T

T�

= Ct1�− Yt
� + 1� + Et�1 − �t�Y�� �40�

ere, ��Y� is the power law thermal wake function subjected to
he boundary conditions �t�0�=0 and �t�1�=1. The heat transfer
ower law �38� and the friction factor power law are combined as

St−1Cf/2 − �Et

1 + �E
=

Ct

�t

C
Re�

�t−� �41�

or Prandtl number 
=1, the thermal and momentum equations
mply C=Ct, �=�t, and E=Et, and we get 2St /Cf =1, the Rey-
olds analogy between momentum and heat transfer in a channel.
he average temperature Tb from the integration of the tempera-

ure profile �39a� over the cross section of the channel becomes

Tb − Tw

T�

=
Ct

1 + �
�
R���t + Etb �42�
n terms of Stanton number Stb, it becomes
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Stb
−1 =

Ct

2�t�1 + �t�
	 C

2��1 + ����1−�t�/�1+��


�tRe��t+��/�1+��

+ Etb	 C

2��1 + ����1−�t�/�1+��

Re�t/�1+�� �43�

The Reynolds heat flux in the overlap region becomes

�t

qw
= 1 − Ct�t�

�t−1 − Pr−1 u�

Ub



C

1 + �
y+

1+� �44�

�t

qw
= 1 −

1

P�

C1t�tY
�t−1 −

u�

Ub

C1

1 + �
Y1+� �45�

The location of maxima of Reynolds heat flux ytm+ and maxima
value �tm+ become

ytm+ = 
Ct

C

�tUb

ut
�1 − �t�
�t−1R��1/�2+�−�t�

�46a�

�tm+ = 1 − 2
ut

Ub

C

1 + �

Ct

C

�tUb

ut
�1 − �t�
�t−1��1+��/�2+�−�t�

R�
−�1−�t�/�2+�−�t� �46b�

Envelope of heat transfer power law. The power law prefactor
Ct=Jt /�t, where constant Jt is of order unity. Let Jt=at+bt�t so
that for �t→0 as R�→�, and power law prefactor becomes

Ct =
at

�t
+ bt + ¯ �47�

where at and bt are constants. The heat transfer power law �38�, in
view of relation �47�, becomes

Tc+ = 
 at

�t
+ bt�exp��t ln P�� + Et, Tc+ �

Tc − Tw

T�

�48�

which forms a family of curves in the �Tc+ , ln P��-plane, where �t
is the parameter of the family. The family has an envelope, which
satisfies both Eq. �48� and the equation �Tc+ /��t=0. The deriva-
tive of Eq. �48� with respect to � gives

�Tc+

��t
= R�

�	
bt +
at

�t
�ln P� −

at

�t
2� = 0 �49�

which may be simplified as

�at + bt�t��t ln P� = a �50�

Relation �50� is a quadratic equation in power index �t and its
solution is given as

�t =
	t

ln�
R��
�51a�

	t =
at

2bt
ln�
R��	
1 +

4bt

at ln�
R��
�1/2

− 1� �51b�

The heat transfer power law �48�, after elimination of the power
index �t from relation �51a�, yields the heat transfer log law

Tc − Tw

T�

=
1

kt
ln�
R�� + Bt + Et �52�

kt
−1 =

at

	t
exp�	t� �53a�

Bt = bt exp�	t� �53b�

where kt is the Karman constant and Bt is the intercept of the log
law, as shown later, which depends on the Reynolds number
through function 	t. The results show that the envelope of the heat
transfer power law �48� gives the heat transfer log law �52�. The

power law temperature profile solution is equivalent to the log law
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olution, provided that the log law constants kt and Bt predicted by
elations �53a� and �53b� based on relations �51a� and �51b� are
dopted as functions of the friction Peclet number. The classical
rivileged log law solution, where log law constants kt and Bt are
niversal numbers �independent of Reynolds number�, is also
quivalent to the power law solution, in the limiting situation of
ery large Reynolds numbers R� �or R�=U�� /� the momentum
eynolds number�. The power law prefactor Ct after the elimina-

ion of at and bt from relations �51a� and �51b� give

�t =
	t

ln�
R��
�54a�

Ct = 
 	t

kt�t
+ Bt�exp�− 	t� �54b�

Ct = 
 1

kt
ln�
R�� + Bt�exp�− 	t� �54c�

nd constant Ct1=Ct exp�	t�. The power law constants �t and Ct
ay also be expressed in terms of the friction velocity, by elimi-

ating the ln R� term by using relations �54a�–�54c� to obtain

�t = kt
−1 �t

1 − E�t
�55a�

Ct = 
 1

�t
− Et�exp�− 	t� �55b�

�t =
T�

Tw − Tc
=

St

�
�55c�

he constant 	t, which is based on expressions �54a�–�54c� and
55a�–�55c�, yield

	t = 
1 +
ktBt

ln�
R��
�−1

�56a�

	t =
1 − �Bt + Et��t

1 − Et�t
�56b�

3.2 Log Law Temperature Profile From Matching. The
niformly valid solution for the temperature profile becomes

T − Tw

T�

=
1

kt
ln�
y+� + Bt + DtWt�Y� �57�

Tc − T

T�

= −
1

kt
ln Y + Dt�1 − Wt�Y�� �58�

ere, Wt�Y� is the thermal wake function subjected to the bound-
ry conditions Wt�0�=0 and W1�1�=1. Heat transfer log law is

Tc − Tw

T�

=
1

kt
ln�
R�� + Bt + Dt �59�

he elimination of ln R� term from relations �23� and �59� gives
n alternate relation

2St

Cf
=

kt

k
	1 + ��Bt + Dt + kt

−1 ln 
�
kt

k
− �B + D���Cf

2
�−1

�60�

here St is the Stanton number and Cf is the skin friction coeffi-
ient. For large Reynolds numbers, relation �60� yields 2St /Cf
kt /k. If Prandtl number 
=1, the solution implies kt=k, and we
et 2St /Cf =1, the Reynolds analogy between the momentum and
eat transfer in a turbulent channel flow.
The Reynolds shear stress in the inner variables is
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�t

qw
= 1 −

1

kt
y+
−

u�

ub
I1, I1 =




k
�y+ − y+ ln y+� + B
y+ �61�

and in the outer variables is

�t

qw
= 1 −

1

kt
R�Y
−

Uc

ub
Y +

u�

ub
I2, I2 =

1

k
�Y − Y ln Y� − DY

�62�

The location of maxima of Reynolds heat flux ytm+ and maxima
value �tm+ become

ytm+ =�Ub

Uc

� R�


kt
�63a�

�tm+ = 1 −
2

�
ktR�

�Uc

Ub
�63b�

4 Results and Discussion
The DNS data of a fully developed turbulent flow in a channel

given by Iwamoto et al. �19� are for R�=109.4, 150.5, 297.9,
395.8, and 642.5. Abe et al. �20�, Abe and Kawamura �21�, and
Abe et al. �22� for R�=180, 395, 640, and 1020, and Hoyas and
Jimenez �23� for R�=2000 have been considered. The flow is
simulated as a fully developed 2D turbulent flow between two
parallel walls. The flow is homogeneous, both in the streamwise
and spanwise directions, and the statistics are dependent only on
the distance from the wall. The data presented are nondimension-
alized by the wall variables u� and �. The flow condition is de-
fined by the pressure gradient imposed �or the friction velocity�
and the distance between the walls �channel height�.

Log law velocity profile from DNS data. The inner and outer
velocity profiles have been matched in the overlap domain to
present the logarithmic behavior, considering the flows in the in-
ner wall region �where the variable is y+� and the outer wake
region �where the variable is Y�. For this, the turbulent channel
flow DNS data of Iwamoto et al. �19�, Abe et al. �20–22�, and
Hoyas and Jimenez �23� and the experimental data of Zanoun �24�
are shown in the three figures marked �a� in Fig. 1 on a semilog
scale, respectively. The substantial log region is observed from the
data beyond y+�30. The extent of this log region increases to-
ward the outer layer as R� increases. For large values of y+, the
data depart from the logarithmic region due to outer wake layer
effects. The same data are also shown in the three figures marked
�b� in Fig. 1 on the velocity defect coordinates ��Uc−u� /u� ,Y�.
The plots of velocity defect �Uc−u� /u� versus Y show that the
DNS data follow log law behavior only in the outer region: 0.1
�Y �1, whereas, at small values of Y, the data depart from the
logarithmic behavior due to the influence of the wall sublayer. The
predictions of the location of the Reynolds stress �25a� and its
magnitude ma �25b� compare very well with the DNS data
�19–23� and experimental data �24� �see Fig. 4 of �30��. Here the
scale of the thermal layer �63� has been analogous with the scale
of the momentum layer �25b� as the inverse square root of friction
Reynolds number, in contrast to Wei et al. �31� as described on p.
031701-2 of Seena and Afazal �30�.

Power law velocity profile from DNS data. The mean turbulent
velocity profiles from the DNS data of Iwamoto et al. �19�, Abe et
al. �20–22�, Hoyas and Jimenez �23� and experimental data of
Zanoun �24� for the same ranges of Reynolds number described
earlier are shown in the three figures marked �a� as a log-log plot
in Fig. 2 in the inner variables �u+ ,y+�. The plots of the data show
a linear region, indicating the existence of the power law velocity
profile in the overlap domain. The data collapse for all Reynolds
numbers in a narrow band and show the dependence of power law
prefactor C and index � on the Reynolds number. The same data
for the outer wall variables �u+ ,Y� are shown in the three figures

marked �b� in Fig. 2 on the log-log plot.
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The power law prefactor C and the power law index � for each
riction Reynolds number R� has been estimated for the velocity
rofile data of Iwamoto et al., Abe et al., and Hoyas et al. This
ower law prefactor C is plotted against �−1, the inverse of the
ower law index, as shown in Fig. 3�a�. All the data for the power
aw prefactor C are correlated with the power law index � as
ollows

C =
0.87

�
+ 2.5 �64�

hich is supported by our prediction �19b�. The power law index
has been exhibited against R� from the DNS data of Iwamoto et

l. �19�, Abe et al. �20–22�, Hoyas and Jimenez �23�, and experi-
ental data of Zanoun �24� for the fully developed turbulent chan-

Fig. 1 Log law. The velocity profiles for fully developed
semilog plot from the DNS data of Iwamoto et al., Abe
Zanoun for various values of Reynolds numbers
el flow, as shown in Fig. 3�b�. The data fit to correlation

91701-6 / Vol. 130, SEPTEMBER 2008
� =
1.1

ln R�

�65�

is predicted by relation �19a�. The power law prefactor C also
depends on the friction Reynolds number R�

C = 0.79 ln R� + 2.5 �66�

which is shown in Fig. 3�c�.
The power law index � in terms of the nondimensional friction

velocity is plotted in Fig. 3�d�. The data have been fitted by the

annel flow in the inner and outer layers’ variables in the
al., and Hoyas and Jimenez, and experimental data of
ch
et
following relation:
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2.5�

1 − 5.5�
�67�

hich is also in accordance with our prediction given by Eq.
20a�. The power law prefactor C has been plotted against 1 /��
s shown in Fig. 3�e�, which has been fitted by the relation

C =
0.35

�
+ 0.1 �68�

he data for friction factor � have been plotted against R� in Fig.
�f�. The data have been fitted by the relation

1
��

= 2 log R� + 1 �69�

Fig. 2 Power law. The velocity profiles for fully develop
the log-log plot from the DNS data of Iwamoto et al., Ab
Zanoun for various values of Reynolds numbers
The friction factor power law �14� for E=0 becomes

ournal of Heat Transfer
� = 8mRe−n, n =
2�

1 + �
, m = 
2��1 + ��

C
�2/�1+��

�70�

where � and C may be taken from Eqs. �67� and �68�. For a fixed
value of n=1 /4, the power index �=1 /7 and relation �70� yields

�/4 = 0.07Re−1/4 �71�

which may be compared with the well-known empirical expres-
sion � /4=0.073Re−1/4 for a channel flow proposed by Dean �4�
and � /4=0.079Re−1/4 for pipe flow proposed by Blasius �3� �see
also Refs. �17,24�.

The characteristics of surface heat-flux fluctuations have also
been presented by Abe et al. �20–22�, where Reynolds numbers
based on the friction velocity and the channel half-width are R�

channel flow in the inner and outer layers’ variables in
t al., and Hoyas and Jimenez, and experimental data of
ed
e e
=180, 395, 640, and 1020 and the molecular Prandtl number 
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0.71 and 0.05. The conditions that Abe et al. �20� have adopted
re for the fully developed turbulent channel flow with a tempera-
ure field. It is driven by the streamwise mean pressure gradient.
he temperature field is imposed by uniform heating at both walls
ith a constant time-averaged heat flux. All the variables are com-
uted from the Navier–Stokes equation and energy equations,

(a)

(c)

(e)

Fig. 3 The dependence of the power law constants � and C
the data of Iwamoto et al., Abe et al., Hoyas and Jimenez, a
hich are normalized by the friction velocity u�, the friction tem-

91701-8 / Vol. 130, SEPTEMBER 2008
perature T�=Qw /�Cpu�, and the channel half-width d, where Qw is
the given averaged surface heat flux. The data presented are non-
dimensionalized by the wall variables u� and �.

Log law temperature profile from the DNS data. The log law
temperature profile theory in the overlap region is considered. The
inner and outer temperature profiles have also a common overlap

(b)

(d)

(f)

r power law velocity profile on the Reynolds numbers from
Zanoun
fo
nd
domain having a logarathmic behavior as it was in the case of the
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elocity profile’s inner and outer variables. The turbulent channel
ow DNS data of the temperature distribution from Abe et al. �20�
or R�=180, 395, and 640 are shown in Fig. 4�a� in wall variables
�T−Tw� /T� ,y+� on a semilog scale. The collapse of the data be-
ond the domain y+�30 shows the log law region. The extent of
his log region increases toward the outer layer as R� increases.
or large values of y+, the data depart from the logarithmic region
ue to the outer wake layer effects. The same data in the tempera-
ure defect coordinates ��Tc−T� /T� ,y /�� are shown in Fig. 4�b�
hich shows the log law behavior in the outer region 0.1�Y
1. However, for very small values of Y, data depart from the log

egion due to the influence of the wall sublayer. The prediction of
he location of the Reynolds stress maxima �63� compares very
ell with the DNS data �20–22� �see Fig. 7 in Seena and Afzal

30��.
Power law temperature profile from the DNS data. The power

aw temperature profile theory has been also presented in Sec. 3.
he power law index �t and prefactor Ct are the functions of the

riction Reynolds number R� and Prandtl number 
. The mean
urbulent temperature profile data of Abe et al. �19� for R�=180,
95, and 640 are shown on the log-log plot in Fig. 5�a�. The data
how a linear region on the log-log plot indicating the existence of
he power law temperature profile in the overlap domain. The
ollapse of the data in the domain, y+�30, shows the power law
egion. The extent of this power law region increases toward the
uter layer as the friction Reynolds number R� increases. The
ame data in the outer wall variables ��T−Tw� /T� ,Y� are shown in

(a)

Fig. 4 Log law. The temperature profile of the D

(a)
Fig. 5 Power law. The temperature profile of the DNS

ournal of Heat Transfer
Fig. 5�b�. The characteristics of the power law temperature profile,
the power law index �t and prefactor Ct have been estimated for
each Reynolds number.

The power law prefactor Ct is plotted against �t
−1; the inverse

of the power law index is shown in Fig. 6�a�. The data of Abe et
al. �20� for the fully developed turbulent channel flow fit to relate
as follows:

Ct =
0.82

�t
+ 1.1 �72�

which is supported by the present prediction given by Eq. �54b�.
The power law index �t against 
R� from the DNS data of Abe et
al. �20� for the fully developed turbulent channel flows is shown
in Fig. 6�b�. The data fit by the following relation:

�t =
1.1

ln�
R��
�73�

The power law prefactor Ct from relation �54b� depends on the
Peclet number �P�=
R��, the product of the friction Reynolds
number and the Prandtl number. The prefactor Ct data are plotted
against 
R� as shown in Fig. 6�c� leading to the following rela-
tion:

b)

data of Abe et al. for various Reynolds numbers

b)
(

(

data of Abe et al. for various Reynolds numbers
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Ct = 0.91 ln�
R�� �74�

he power law index �t has been expressed in terms of the non-
imensional friction temperature and is plotted in Fig. 6�d� The
ata fit to the following relation:

�t =
2.5�t

1 − 4�t
�75�

hich is also in accordance to our prediction given by Eq. �55a�.
he power law prefactor C has been plotted against 1 /�� and

(a)

(c)

(e)

Fig. 6 The dependence of the power law constants �t and C
the data of Abe et al.
hown in Fig. 6�e� which fit as shown below:

91701-10 / Vol. 130, SEPTEMBER 2008
Ct =
0.35

�t
− 0.1 �76�

The coefficient of heat transfer in terms of Stanton number Ch has
been plotted against the product of the friction Reynolds number
and Prandtl number �
R�� in Fig. 6�f�. The proposed correlation is

1
�Ch

= 2 log�
R�� + 7.5 �77�

b)

d)

f)

r power law temperature profile on Reynolds numbers from
(

(

(

t fo
The heat transfer power law �42� for E=0 becomes

Transactions of the ASME



F
S
t

t
v
w
a
l
t

A

T

R

J

Stb =
T�u�

Tbub
= mtRe−��t+��/�1+�� �78�

mt =
2�t�1 + �t�

Ct
	2��1 + ��

C
��1−�t�/�1+��


−�t �79�

or �=�1=1 /7, we get the heat transfer power law that becomes
tb=mtRe−1/4, which is analogous to the relation of Dean �4� for

he friction factor in a channel.
The power law temperature profile, in addition to the log law

emperature profile, is also a solution in the overlap domain for
ery large Peclet numbers. This is not surprising as we are dealing
ith the open functional equation of the turbulent motion, without

ny closure hypothesis. The envelope of the heat transfer power
aw leads to the heat transfer log law. For large Peclet numbers,
he power law is equivalent to the log law.
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Ventilation of Wind-Permeable
Clothed Cylinder Subject to
Periodic Swinging Motion:
Modeling and Experimentation
A theoretical and experimental study has been performed to determine the ventilation
induced by swinging motion and external wind for a fabric-covered cylinder of finite
length representing a limb. The estimated ventilation rates are important in determining
local thermal comfort. A model is developed to estimate the external pressure distribution
resulting from the relative wind around the swinging clothed cylinder. A mass balance
equation of the microclimate air layer is reduced to a pressure equation assuming lami-
nar flow in axial and angular directions and that the air layer is lumped in the radial
direction. The ventilation model predicts the total renewal rate during the swinging cycle.
A good agreement was found between the predicted ventilation rates at swinging frequen-
cies between 40 rpm and 60 rpm and measured values from experiments conducted in a
controlled environmental chamber (air velocity is less than 0.05 m /s) and in a low speed
wind tunnel (for air speed between 2 m /s and 6 m /s) using the tracer gas method to
measure the total ventilation rate induced by the swinging motion of a cylinder covered
with a cotton fabric for both closed and open aperture cases. A parametric study using
the current model is performed on a cotton fabric to study the effect of wind on ventila-
tion rates for a nonmoving clothed limb at wind speeds ranging from 0.5 m /s to 8 m /s,
the effect of a swinging limb in stagnant air at frequencies up to 80 rpm, and the com-
bined effect of wind and swinging motion on the ventilation rate. For a nonmoving limb,
ventilation rate increases with external wind. In the absence of wind, the ventilation rate
increases with increased swinging frequency. �DOI: 10.1115/1.2944245�

Keywords: ventilation, wind-permeable fabrics, swinging motion of clothed cylinder
ntroduction
Clothing microclimate ventilation is critical to the removal of

ensible and latent heat from the body and consequently has a
ajor influence on thermal comfort and dynamic insulation values

f clothing ensembles. For a given ensemble, the amount of ven-
ilation depends on wind, wearer displacement due to motion
ausing a wind effect, and relative motion of clothed body parts
limbs� with respect to their clothing cover. Both arms and legs
wing during walking while only legs move during cycling. Dif-
erent body parts are subject to different mechanisms of wind,
winging motion, and combined wind and swinging motion that
timulate ventilation at different rates. The relative importance of
hese mechanisms on ventilation and clothing insulation for dif-
erent combinations of wind and body motion is not clear, nor are
ata available in literature on local ventilation rates of separate
ody areas and their relevance to whole body clothing microcli-
ate ventilation. When different areas of skin have different ven-

ilation rates, local thermal comfort evaluated by skin wittedness
nd comfort sensation becomes important in assessing whole body
omfort. ISO-7730 �1� requires determination of clothing insula-
ion of active persons or persons exposed to significant wind. Data
n dynamic insulation have limited use since they are applicable
or the specific ensembles, activity levels, and experimental con-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 4, 2007; final manuscript received
ovember 29, 2007; published online July 10, 2008. Review conducted by S.A.
herif. Paper presented at the 2007 ASME-JSME Thermal Engineering Conference
nd Summer Heat Transfer Conference �HT2007�, Vancouver, BC, Canada, July

–12, 2007.

ournal of Heat Transfer Copyright © 20
ditions used in generating them. In addition, estimation of local
microclimate ventilation rate through protective clothing is a criti-
cal issue in clothing design for meeting established standards on
permissible exposure limits �PELs� to contaminant through skin
contact.

Empirical data reported are for average whole body clothing
ventilation that limits their use in understanding local body micro-
climate interaction with clothing and wind and in predicting body
heat loss during body motion. Few studies have examined the
clothing microclimate air layer ventilation and even fewer inves-
tigations dealt with the mechanism of microclimate ventilation by
wind and motion. Havenith et al. �2� found that inside clothing
ensemble, motion is a stronger factor in increasing the ventilation
rate than the adjacent air layer. Lotens �3� had empirically derived
a correlation for clothing ensemble ventilation as a function of
effective wind speed and air permeability for air-permeable fab-
rics. Researchers have also addressed the induced ventilation
through a clothed body segment due to moving limb that changes
the microclimate air layer size, and ventilation due to open aper-
tures. Previous work of Ghali et al. �4� and Ghaddar et al. �5�
addressed the effect of the changing gap width induced by an
oscillating body part �cylinder� within a fixed single clothing
cover at uniform external environment pressure with close and
open clothing apertures. The ventilation model of Ghaddar et al.
�5� of the fabric-air-layer annulus was extended by Jaroudi et al.
�6� for the case where the gap width varies in both the angular and
axial directions due to the rotation of the limb within a clothing
cylinder. Jaroudi et al. �6� model assumed uniform external pres-
sure distribution without wind and was restricted to small swing-
ing amplitude �the maximum swing angle is less than 5 deg� of

the clothed limb. The external pressure distribution around a
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lothed limb is instrumental in determining air renewal rates in the
icroclimate when the body part and clothing move together.
The external airflow due to wind or displaced by body motion

mpinges on the clothed body, and some airflows around the body,
hile some penetrates through the clothing. The flow around the
ody alters the external pressure distribution over the clothing
uter surface. The flow through the fabric depends on the pressure
ifference between the external pressure on the clothing and the
nternal air layer pressure on the fabric skin side. The microcli-

ate flow resistance depends on the microclimate layer time-
pace-varying size caused by the motion of the body relative to
he fabric, the occurrence of local skin-clothing contact regions
uring motion, the presence of openings, as well as interfaces and
losures between clothing system components. There is a need to
evelop a ventilation model from conservation laws that can take
nto consideration all these parameters and answer questions on
he effect of wind on ventilation rates for a nonmoving clothed
imb, the effect of a swinging limb in stagnant air, and the com-
ined effect of wind and swinging motion on the ventilation.

In this work, a ventilation model will be developed to estimate
he renewal flow rates for general limb motion configuration tak-
ng into consideration the periodic motion of the limbs and cloth-
ng, their geometric interaction at skin-fabric contact or no con-
act, open or closed clothing apertures, and in the presence of
ind or no wind. The ventilation model will be validated by ex-
eriments.

athematical Formulation
Fabric-covered cylinders provide a convenient geometry to pro-

ide, with sufficient accuracy, the ventilation rates under different
ituations. Figures 1�a�–1�c� depict the schematic of the physical
omain of a limb-fabric moving system where an enclosed micro-
limate air layer annulus of thickness Y�x ,� , t� and length L sepa-
ates the outer cylindrical porous fabric boundary of radius Rf and
he human limb skin of radius Rs. The domain at x=0 is open to
he atmosphere �loose clothing openings� and at x=L is closed
tight joint�. The mean air layer thickness is Ym �=Rf −Rs�. The
ngular position of the inner cylinder is donated by �. The motion
f a clothed swinging limb during walking is described in two
hases. Starting from a concentric position of the clothed limb
�=0�, it swings at angular velocity �̇ within the cylindrical fab-
ic boundary changing the microclimate air thickness in time and
pace until the limb touches the fabric at x=0 with the contact
ngle �contact given by

�contact = tan−1 Ym

L
�1�

nd both the inner limb and the clothing boundary move together
o the maximum swing angle �max and return together to detach
gain �=�contact as the limb swings in the other direction. The no
ouch Phase I of the motion could be of small duration compared
o the local touch Phase II duration depending on the air layer

ean thickness, frequency, and swing amplitude. During phase II,
he air layer thickness does not change in time and its variation in
pace remains the same as that reached at the end of the noncon-
act interval. The modeling of the ventilation rates in the air layer
epends on the representation of the air layer thickness as a func-
ion of space and time during the different phases of the motion. A
inusoidal angular position � can be assumed for the swinging
otion of the limb at rotational speed � related to the frequency

f motion f��=2�ft�. The angular position � and angular veloc-

ty �̇ are given by
� = �max sin��t� �2a�

91702-2 / Vol. 130, SEPTEMBER 2008
�̇ = �max� cos��t� �2b�

During the noncontact interval �Phase I� of the motion, the air
layer thickness Y at any spatial position is given by �6�

Y�x,�,t� = Ym − �L − x�tan � cos � �3�

The noncontact interval duration is constrained by the condition
that

− �contact � � � + �contact or 0 � Y�x = 0,� = 0 or �� � 2Ym

�4�

A dimensionless amplitude parameter � can be defined at the
opening x=0 as

� =
tan �max

tan �contact
�5�

If the amplitude parameter is smaller than unity ���1�, then no
skin-fabric contact is present and air layer thickness is calculated
from Eq. �3�. When ��1, the fabric-skin contact is present locally
at x=0 and �=0 or �. The air layer thickness Ycontact during con-
tact interval does not vary with time and is given by

Ycontact�x,�� = Ym − �L − x�tan �contact cos �, � 	 1 �6�

Air renewal in Phase I is induced by changing gap width that
forces skin adjacent air in and out of the microclimate. Air re-
newal in Phase II is similar to the situation of a clothed cylinder
subject to external wind. The relative crosswind V
 around the
clothed limb is given by

V
 = Vw cos � � �̇�L − x� �7�

where Vw is the freestream wind. Radial flow through the fabric is
governed by the pressure difference between the external fabric
adjacent air layer pressure and the internal microclimate pressure.
The external pressure distribution around a clothed limb is instru-
mental in determining air renewal rates in the microclimate sepa-
rating the skin and the fabric. The major assumptions in our ven-
tilation model for low to medium permeability fabric are as
follows.

�1� The external angular pressure distribution around the
clothed cylinder is not influenced by the presence of the
clothing cover as can be deduced from studies on flow
around cylinders sheathed by clothing. Kind et al. �7� re-
ported wind tunnel experimental measurements of static
pressures on a clothed cylinder surface and on the inside
surface of the sheath covering the cylinder at Reynolds
numbers ranging from 55,000 to 170,000. The small quan-
tities of air infiltrating/exfiltrating through the sheath over
its upstream/downstream regions did not substantially af-
fect the external flow pattern. Sobera et al. �8� reported
similar findings for cylinders covered with low permeabil-
ity fabrics and placed in cross flow at Reynolds numbers
varying between 3900 and 35,000. Watanabe et al. �9� re-
ported that the velocity distribution around the clothed cyl-
inder was hardly influenced by clothing except for the shift
of the separation point for fabric permeability of order
10−10 m2.

�2� Internal airflow within the clothing microclimate is laminar.
Gibson �10� reported computational fluid dynamics �CFD�
simulation results that show, for a given external air veloc-
ity, the amount of air that flows around the body and the
amount of air that penetrates through the clothing layer are
determined by the air permeability of the clothing layer and
that the flow inside the microclimate is laminar for low and
medium permeability fabrics. Sobera et al. �11� reported
that the flow underneath the clothing is laminar and peri-
odic with a magnitude much smaller than the freestream
velocity.
�3� The unsteadiness due to the effect of periodic swinging
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motion of the cylinder with respect to the environment is
negligible and the external flow can be assumed quasi-

Fig. 1 Representation of the human limb motion
of the geometry, „b… side view of the geometry, a
steady. Iwai et al. �12� reported that at small amplitudes all

ournal of Heat Transfer
related phenomena to periodic flow around a cylinder can
be assumed quasisteady when flow velocity changes

side the clothing cylinder showing „a… front view
„c… swinging motion
in
slowly. Guilmineau and Queutey �13� characterized peri-
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odic oscillating flow over a circular cylinder in a fluid at
rest by the Reynolds number, Re=VmD /�, where Vm is the
maximum oscillatory velocity, and the Keulegan–Carpenter
number, KC=Vm / feD where fe is the frequency of the os-
cillatory flow. Sarpkaya �14� reported that at KC values
below 2, depending on Re, the flow is symmetrical and
attached. For values of KC between 2 and 4, the flow sepa-
rates and remains attached.

The fabric considered in this study is a cotton fabric of intrinsic
ermeability 6.710−10 m2. The parameter KC for walking hu-
an thigh falls in the range 1.6–2.6 and the range of Reynolds

umber based on the walking speed is between 104 and 2.5
105. With walking parameter range of KC and Re, it is accept-

ble to assume quasisteady flow. Mass balance equations of the
icroclimate air layer will be developed in both phases of limb
otion and will be reduced to pressure equations assuming lami-

ar flow in axial and angular directions while lumping the air
ayer in the radial direction.

Air Layer Mass Balance in Phase I of Limb Motion. The
icroclimate air layer is formulated as an incompressible lumped

ayer in the radial direction. During the noncontact time interval
f the motion, the general air layer mass balance of Ghaddar et al.
5� is given by

���aY�
�t

= − ṁaY −
��Yṁax�

�x
−

��Yṁa��
Rf��

�8a�

here ṁax is the mass flux in the axial direction in kg /m2 s, ṁa� is
he mass flux in the angular direction, and ṁaY is the radial airflow
ate through the fabric given by

ṁaY =
��a

�Pm
�Pa − Ps� �8b�

here � is the fabric air permeability in m3 /m2 s, �Pm
0.1245 kPa from standard tests on fabrics’ air permeability �15�,
a is the air pressure in the microclimate trapped air layer �kPa�,
nd Ps is the external adjacent air layer pressure �kPa�. The exter-
al air pressure is assumed uniform at the environment conditions
t P
 when no external wind is present and the radial airflow is
nly induced by the limb motion with respect to the fabric
oundary.

The boundary conditions for the airflow are

ṁax�x = 0,�� = CD� 2�a

�PL − P
��1/2

�P
 − PL� and

ṁax�x = L,�� = 0 �8c�

ṁa��x,� = 0� = 0 and ṁa��x,� = �� = 0 �8d�

here Eq. �8d� is derived from the pressure drop at the opening by
pplying Bernoulli’s equation from P
 in the far environment �x

−
� to the opening at x=0, and CD is the discharge loss coef-
cient at the aperture of the domain dependent on the discharge
rea ratio of the aperture to the air layer thickness Y. In case wind
s present, the dynamic pressure term is added to P
 to give the
nvironment total pressure. The key to solving for the ventilation
ates during the noncontact interval of the motion cycle is to cor-
elate the mass flow rates to the driving pressure differences in the
hree directions. The 3D cylinder model of Ghaddar et al. �5� is
sed to estimate the ventilation rates where the mass balance
quation on the air layer is transformed to a scalar pressure equa-
ion that can be solved numerically to calculate the pressure at any
patial location within the air layer as a function of time. The
ethod of solving for the pressure distribution for the case when

he fabric is not in contact with the skin during the periodic mo-
ion of the inner cylinder can be found in detail in the work of

haddar et al. �5�.

91702-4 / Vol. 130, SEPTEMBER 2008
Air Layer Mass Conservation in Phase II of Limb-Clothing
Motion. In this phase, both the limb and fabric move together
without any change in the air layer thickness Ycontact. However,
ventilation flow rates in the air layer are not zero due to pressure
differences driven by the clothed limb motion relative to the en-
vironment air and wind if present. Assuming a Poiseuille flow
model in the axial and angular directions �neglecting the fluid
inertia associated with flow modulation�, the mass balance yields
the following pressure equation:

0 = −
��Ps�t� − Pa�

�Pm
−

�

�x
� Y3

12�

�p

�x
	 −

�

Rs
2��

� Y3

12�

�p

��
	 �9�

where Ps is the external adjacent air layer pressure at the fabric
surface �kPa�. The same boundary conditions in Eqs. �8c� and �8d�
apply to the mass balance. The external fabric pressure that drives
the radial flow is assumed to be the same pressure distribution that
results from a flow around a circular cylinder at flow condition
V
. To solve the pressure equation, the time-dependent external
pressure distribution around the clothed cylinder must be known
as a function of angular and axial positions. A curve fit is derived
from the data of Fransson et al. �16� on the pressure coefficient,
Cp= �Ps− P
� / �0.5�aV


2 �, distribution around a circular cylinder
with suction or blowing at radial velocity ratio of �=VY /V


smaller than 6%.
Solving for the pressure distribution in the microclimate layer

would provide the basis for estimating the ventilation rates for any
general movement of the clothed body element and wind condi-
tions. A finite difference method is used to discretize the pressure
equation and solve for the internal pressure distribution as a func-
tion of position and time. Note that the external pressure distribu-
tion Ps in Phase I is constant and the time dependence of the
microclimate pressure stems from the air layer thickness change
due to the limb motion while in Phase II the microclimate pres-
sure time dependence is due to external pressure Ps change in
time.

Definition of Microclimate Ventilation Rates. The total ven-
tilation rate is calculated as the positive flow of air into the mi-
croclimate integrated over the oscillation period ��� per unit area
of the clothed surface as follows:

ṁa =
1

2�RL�



o

�

0

L

0

2�

max�0,ṁaY�Rd�dxdt �10a�

In the above integral, ṁaY is equated to zero every time it is
negative �flowing out of the microclimate�. The net flow of air
over one period is zero. The ventilation rate inflow to the micro-
climate air layer through the open aperture per unit area of clothed
surface during the period of motion is calculated as

ṁo =
1

2�RL�



0

�

0

2�

max�0,ṁax�x=0��Y��,x = 0,t�Rd�dt

�kg/s m2� �10b�

where ṁo is net flow rate through the open aperture.
The steady periodic ventilation rates can be used in the water

vapor mass and energy balances of the microclimate air layer
during contact and noncontact intervals to predict the associated
heat loss from the limb �17–21�.

Experimental Methodology
This section presents the experimental setup used for measuring

the microclimate ventilation rates of a swinging limb in stagnant
air and in uniform crosswind. Untreated cotton of permeability of
0.05 m3 /m2 s was chosen as a representative of most common
worn fabric. The cotton was obtained from Test fabrics Inc.
�Middlesex, NJ�, and is made of unmercerized cotton duck, Style

No. 466 of thickness of 1 mm.
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The uniform crosswind experiments over the clothed swinging
ylinder were conducted using a low speed wind tunnel shown in
ig. 2�a�. The wind tunnel uses a blow type variable speed three-
hase axial fan of 0.7 m diameter and peak power of 1.6 kW. The
quare test cross-sectional dimensions were 1.51.5 m2. A Plexi-
lass window was used on one side of the tunnel to observe the
xperiment. In order to obtain uniform velocity profile inside the
unnel, a porous metal screen was used as a flow straightener after
he tunnel diffuser section. The uniform wind provided in the
ind tunnel ranged from 2 m /s to 6 m /s giving a Reynolds num-
er range from 16,000 to 40,000 based on the limb diameter. The
patial variation in the freestream velocity in the wind tunnel cross
ection was measured using hotwire anemometry system and was
ound to vary within 4% of its spatially averaged value within the
ross section, and the turbulence intensity was 2–3%. The no wind
xperiments were performed in a climatic chamber at temperature

=25�0.5°C and relative humidity of �50�2�% �5�. Figure
�b� shows a schematic of the swinging clothed limb experimental

Fig. 2 A plot of „a… low speed wind tunnel and tes
location of measurements in a top view
echanism that was used in both the no-wind experiments in the

ournal of Heat Transfer
climatic chamber and in the crosswind experiments in the test
section of the wind tunnel. The experimental setup is placed such
that the limb swings in a horizontal plane in all experiments. The
swinging clothed limb setup consisted of: �i� a polyvinyl chloride
�PVC� hollow inner cylinder with a diameter of 0.078 m and a
length 0.6 m; �ii� an outer 0.48 m long and 0.115 m diameter
cylinder made of a thin metallic screen of 2 cm open squares
where the cotton fabric is wrapped around and fitted; �iii� a 12 V
dc motor that drives the periodic rotational motion of the inner
cylinder by means of a three-bar mechanism; �iv� a spring, which
is fixed on the frame behind the rod to control the motion of the
outer cylinder; �v� support platform; and �vi� flexible impermeable
plastic membranes. The concentric cylinders are fixed at one end
to the frame. The frequency of the inner rod oscillation ranged
from 40 rpm to 80 rpm and is controlled by the speed of the mo-
tor. This is achieved by varying the voltage supply to the motor.
The motion of the inner cylinder drives the motion of the outer
cylinder when touch takes place at the free end and both rotate

ection and „b… the swinging limb mechanism and
t s
together to reach a maximum angle rotation angle of �max

SEPTEMBER 2008, Vol. 130 / 091702-5
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20 deg and �contact=2.2 deg. The free end of the outer cylinder
s capped with a flexible impermeable plastic membrane to pre-
ent air leaks from the aperture. For open aperture experiments,
his membrane will be removed.

To mimic the actual swinging clothed human arm �see Figs. 1
nd 2�b��, the spring is designed such that it controls the touch
ntervals of the fabric and cylinder. During forward motion of
oth cylinders, the outer cylinder remains in touch with the inner
ylinder until the outer cylinder reaches the midhorizontal posi-
ion. During the backward motion of both cylinders from the fur-
hest position, the spring forces the outer cylinder to stay in touch
ith the inner cylinder at the free end until the outer cylinder is
ack to the midposition. The touch period fraction of the cycle
joint motion of both limb and clothing cover� is determined by
ecording the cylinders’ motion by a high speed digital camera
100 frames /cycle� and counting the frames when both cylinders
re in touch.

The microclimate ventilation rate is measured using tracer gas
ethod for closed and open apertures. The tracer gas method is

sed as described by Havenith et al. �2�. The gas chosen must
ave a density that is close to that of air. This is to ensure that we
ill have no stratification. The measurements are done by radially

njecting an inert gas �N2� at a fixed rate through nozzles placed at
oles drilled in the inner cylinder surface, as shown in Fig. 2�b�.
he concentration of the oxygen gas is measured in the air gap at
ifferent angular and axial locations using a standard exhaust gas
nalyzer �Emissions Systems INC, EMS Model 4001�. Ten small
iameter �5 mm� flexible tubings with end probes, to draw air
amples, are positioned in two axial locations �five probes for
ach axial position distributed uniformly around the circumfer-
nce� at x=0.3L and 0.66L of the limb from the fixed end. The
robes draw samples of air from a radial distance of 4 mm in the
ir layer away from the fabric outer cylinder. A switch board is
esigned to draw air sample for O2 concentration measurements
or different locations by switching from one tubing-probe system
o the other without interfering with the airflow around the arm.
he gas analyzer measurements have an accuracy of �0.05% of
olume of O2 of air sample. The nitrogen gas is injected by a flow
egulator that injects nitrogen into the air layer in the range
.1–1.5 liter /min from a pressurized nitrogen vessel with preci-
ion of �0.01 liter /min. The standard air sample composition by
olume is 79% N2 and 21% O2. To obtain the concentration of N2
n the microclimate, the recorded concentration of O2 is deducted
rom the 100%. The total volume flow rate renewal can be calcu-
ated from the trace gas mass flux �tr �m3 /s�, and the measured
oncentrations Ca �m3 O2 /m3 air� and C
 �m3 O2 /m3 air� at inner
nd outer locations, respectively, as

ṁa

�a
�C
 − Ca� + �tr = 0 �11�

he lab, where the wind tunnel experiments were performed, was
ell ventilated and the environmental chamber air was refreshed

requently between experiments to prevent nitrogen concentration
uildup in the chamber. The actual uncertainty in the determina-
ion of the experimental ventilation mass flow rate ṁa can be
ound from the uncertainties in the injection rate �tr and measured
oncentrations Ca and C
 as

�ṁa = ���� �ṁa

��tr
��tr�2

+ � �ṁa

�C


�C
�2

+ � �ṁa

�Ca
�Ca�2�

�12�
Closed and open aperture experiments are conducted for

0 rpm, 60 rpm, and 80 rpm. The motion is maintained for at least
h before a steady injection of the N2 through the holes of the

nner cylinder was started. Steady conditions were reached after
h from the onset of N2 injection. Data were recorded then every
0 min. The experiments were repeated at different N2 injection

91702-6 / Vol. 130, SEPTEMBER 2008
rates to check the homogeneity of the calculated N2 concentration
inside the annulus and repeatability of the O2 concentration mea-
surements. A value of 0.5 liter /min was selected to conduct all the
measurements. The actual uncertainty in �ṁa in the range of re-
ported experimental values of the ventilation mass flow rate
�0.5–5 g /s� was found to be less than �0.02 g /s.

Results and Discussion
This section presents computational and experimental results,

and is divided into two subsections. The first subsection is con-
cerned with microclimate ventilation model validation with ex-
periments and with published empirical correlations. The second
is concerned with a parametric study of the separate effects of
wind and swinging motion and their combined effect on ventila-
tion of clothed limb with open and closed apertures.

Model Validation

Model Validation by Experiments. In literature, experimental
data on ventilation apply for whole body ensembles. Current ex-
perimental data and model are an attempt to measure and predict
ventilation for a single limb subject to swinging motion. For the
covered cylinder, comparisons have been performed for open and
closed aperture clothed cylinders swinging at frequencies ranging
from 40 rpm to 80 rpm.

Figure 3 shows a plot of the model predictions and experimen-
tally obtained ventilation rates for closed aperture case at different
crosswind speeds as a function of the frequency domain length of
0.48 m, Ym=0.0185 m, and �max=20 deg. Figure 4 shows a plot
of the model predictions and experimentally obtained ventilation
rates for the open aperture case at different crosswind speeds as a
function of the frequency domain length of 0.48 m, Ym
=0.0185 m, and �max=20 deg. The agreement of the model im-
proves significantly at higher frequencies for both open and closed
aperture experiments. The mean percent error of the measure-
ments compared with the predicted values of the model was less
than 6.7% at high frequencies for both closed and open apertures.
The large error at the low frequency of oscillation is due to the
decrease in the homogeneity of nitrogen concentration at the dif-
ferent angular positions increasing the averaging error of the five
readings. The microclimate flow at low frequency is laminar and
is very small and the discrepancy occurs in a range that is not
within typical gait where minimum walking speed reported in
literature �22� was 0.9 m /s corresponding to low walking speed at
swinging frequency between 55 rpm and 60 rpm depending on
the stride length and number of walking steps per minute.

Model Validation With Published Empirical Correlations.
Simulations are performed using our ventilation model for the
case of wind 2D flow over a cylinder covered with clothing at
fixed microclimate thickness and predictions of normal flow to the
fabric and tangential flow around the limb are compared with the
experimental data of Sobera et al. �8�. Sobera et al. �8� presented
experimental results of the tangential and radial velocity compo-
nents through a porous layer sheathing a cylinder subject to wind
as a function of the angular coordinate �. For ��50 deg and �
�315 deg the radial velocity component is positive, indicating
that air penetrates the outer porous cylinder in the upstream re-
gion. The tangential velocity component inside the air gap was
found to have a maximal value at ��50 deg. The bulk tangential
velocity is nondimensionalized with respect to Vw, the Darcy
number Da, and the clothing thickness ratio Ic=fabric thickness/
gap thickness. Figure 5�a� presents a plot of the dimensionless
tangential velocity components predicted by the current model
and reported results of Sobera et al. �8� at Rs=0.038 m, Rf
=0.0575 m, �=0.05 m /s, external wind of 1 m /s �Re=10,000�,
and DaIc=6.210−4 for the type of fabric used in our experi-
ments. Figure 5�b� shows dimensionless pressure difference be-

tween the outer surface and the predicted microclimate pressure as
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function of � and the reported results of Sobera et al. �8�. The
redicted microclimate pressure and tangential velocity agree well
ith the data of Sobera et al. �8� obtained for flow around clothed

ylinders.

Effect of Wind and Swinging Motion on Ventilation. During
alking, ventilation mechanism is dependent on the specific mo-

ion of the clothed body segment. Microclimate clothing ventila-
ion in stagnant environment for open or closed apertures could be
etermined from uniform relative wind �walking speed� around a
xed clothed cylinder �trunk� and swinging motion of a clothed
ylinder at small and large swinging angles �limbs�. If walking or
ctivity takes place in the presence of wind, then the limbs will be
ubjected to a combined effect of wind and swinging motions. It is
f interest to recognize the dominant mechanism of ventilation at
arious frequencies and amplitudes of motion and wind condi-
ions. The ventilation rate is the sum of the ventilation rate during
he no-touch period �limb displacement with respect to clothing�
nd that during the touch period �limb and clothing move

Fig. 3 A plot of the model predictio
lation rates for closed aperture at di
of the frequency for a domain leng
=20 deg

Fig. 4 A plot of the model predictio
lation rates for open aperture at diffe
the frequency for a domain lengt

=20 deg

ournal of Heat Transfer
together�.
Table 1 shows the percentage of the ventilation of each period

for closed aperture at wind speeds of 1 m /s and 3 m /s during one
cycle at Rs=0.038 m, Rf =0.0575 m, �=0.05 m /s, �max=20 deg,
and L=0.48 m. During the no-touch period the variation in the air
gap thickness creates a high difference pressure between the air
gap layer and the atmosphere so the majority of the ventilation
rate is found during the no-touch period because of the high pres-
sure difference across the fabric. As the wind speed increases, the
fraction of the touch period increases because higher pressure dif-
ference is created between the outer clothing surface and the mi-
croclimate surface causing higher ventilation rate during the touch
interval. At low frequencies, it is obvious that the wind speed has
a larger contribution to the total ventilation rate due to the low
ventilation rate induced by a smaller dY /dt term.

Figures 6�a� and 6�b� show the total ventilation rates ṁa and
ṁa+ ṁo as a function of swinging frequency f at different wind
speeds for �a� closed aperture and �b� open aperture, respectively,

and experimentally estimated venti-
ent crosswind speeds as a function
of 0.48 m, Ym=0.0185 m, and �max

and experimentally estimated venti-
t cross wind speeds as a function of
f 0.48 m, Ym=0.0185 m, and �max
ns
ffer
th
ns
ren
h o
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or the values of Rs=0.038 m, Rf =0.0575 m, �=0.05 m /s, �max
20 deg, and L=0.48 m. The ventilation increases with increase

Fig. 5 A plot of the microclimate
component and „b… dimensionless p
surface and inner microclimate pres
as a function of � and the reported r

able 1 The percentage of the ventilation of each period for
losed aperture at wind speeds of 1 m/s and 3 m/s during one
ycle at Rs=0.038 m, Rf=0.0575 m, �=0.05 m/s, �max=20 deg
nd L=0.48 m

f
�rpm�

Fraction of ṁa
No-touch interval

�%�

Fraction of ṁa
Touch interval

�%�
ṁa �kg /s m2�

During one period

Wind at Vw=1 m /s
80 99.16 0.84 1.5510−05

40 97.20 2.80 7.0310−05

25 91.01 8.99 2.4810−04

10 60.59 39.41 1.1010−03

Wind at Vw=3 m /s
80 95.13 4.87 6.5010−05

40 81.25 18.75 1.1910−04

25 52.88 47.12 2.9710−04

10 15.75 84.25 1.1510−03
91702-8 / Vol. 130, SEPTEMBER 2008
in swinging frequency. For wind speeds greater than 2 m /s, a
greater increase in ventilation rate is observed due to higher driv-
ing pressure difference between the outer clothing surface pres-
sure caused by the wind and the clothing microclimate pressure.
The effect of the wind speed is important at low frequencies
where at f =10 rpm and wind speed of 3 m /s the ventilation rate
is about five times that at wind speed of 1 m /s.

The effect of the ratio of microclimate layer thickness to inner
limb radius Ym /Rs on ventilation rate at fixed clothing permeabil-
ity for closed aperture is shown in Fig. 7 at Vw=1 m /s for Rs
=0.038 m, Rf =0.0575 m, �=0.05 m/ for f =0 rpm, 40 rpm, and
80 rpm and L=0.48 m. The total ventilation ṁa increases with
increased microclimate size Ym /Rs due to less flow resistance in
the microclimate air layer angular and axial directions.

The effect of the swing amplitude for closed aperture on venti-
lation rate is shown in Fig. 8, where ṁa is plotted against �max for
different ventilation frequencies at Vw=1 m /s. The ventilation
rate decreases with increased frequency. However, at high fre-
quency, the ventilation rate decreases with �max until �max
=18 deg and then increases. This behavior is connected to the
percentage of time the limb is in touch with the fabric with fixed

dimensionless tangential velocity
ssure difference between the outer
e as predicted by the current model
lts of Sobera et al. †8‡
„a…
re

sur
esu
gap width. At low maximum swing angle, the ventilation rate is
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Fig. 6 A plot of ventilation rate as a function of swinging frequency f in rpm
at different wind speeds for „a… closed aperture and „b… open aperture at

Rs=0.038 m, Rf=0.0575 m, �=0.05 m/s, �max=20 deg, and L=0.48 m
Fig. 7 The effect of the ratio of microclimate layer thickness to inner limb
radius Ym /Rs on ventilation rate for closed aperture is shown at Vw=1 m/s
for Rs=0.038 m, Rf=0.0575 m, �=0.05 m/s, L=0.48 m, and f=0 rpm, 40 rpm,

and 80 rpm
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overned mainly by the rate of change of the microclimate size
dY /dt�, which induces higher ventilation than during the touch
nterval. At high angles of swing, the amplitude of motion is high
iving higher relative wind and the touch period governs the ven-
ilation mechanism where the renewal is due to external flow
round a clothed cylinder with fixed gap �dY /dt=0�. These two
pposing trends cause a minimum ventilation to occur close to
max=18 deg.
The above analysis improves our understanding of local venti-

ation of clothed body segments and could be a first step towards
uilding the whole clothed body ventilation model from seg-
ents’ ventilation using first principles. The whole clothed body

entilation could be predicted if appropriate connectivity bound-
ry conditions are imposed at the clothing/segment interfaces.
his will be addressed in future work.

onclusions
A model derived from conservation laws has been developed to

stimate the ventilation rates for any limb motion configuration
aking into consideration the periodic motion of the limbs and
lothing, their geometric interaction at skin-fabric contact or no
ontact for open or closed apertures, and in the presence of wind.

The ventilation rates predicted by the model on a swinging
overed cylinder agreed well with experiments conducted at no
ind. It is found that ventilation rate increases with the swinging

requency. For wind speeds greater than 2 m /s, the increase in the
entilation rate is substantial. The effect of the wind speed is very
mportant at low frequencies. The ventilation rates by wind and

otion are additive at low wind speeds, but deviate at higher wind
peeds.

The development of the ventilation model from first conserva-
ion principles is very important to create an effective tool for
esigning protective clothing and predicting their thermal perfor-
ance for active persons.
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omenclature
Da � Darcy number
Ic � clothing thickness ratio=fabric thickness/gap

ig. 8 A plot of ṁa versus �max at Vw=1 m/s for „a… f=40 rpm
nd „b… f=80 rpm
thickness

91702-10 / Vol. 130, SEPTEMBER 2008
f � frequency of oscillation of the inner cylinder in
rpm

CD � opening discharge coefficient
KC � Keulegan–Carpenter number

L � fabric length in x-direction �m�
ṁaY � mass flow rate of air in y-direction �kg /m2 s�
ṁax � mass flow rate of air in x-direction �kg /m2 s�
ṁa� � mass flow rate of air in �-direction �kg /m2 s�
Pa � air microclimate pressure �kPa�
Ps � external pressure on the surface of the clothed

cylinder �kPa�
Rf � fabric cylinder radius �m�
Rs � skin cylinder radius �m�
Re � Reynolds number

t � time �s�
Y � instantaneous air layer thickness �m�

Ym � mean air layer thickness �m�
Ycontact � air layer thickness during interval of touch �m�

V � velocity �m/s�

Greek Symbols
� � fabric air permeability �m3 /m2 s�
� � angular position of the inner cylinder with re-

spect to the axial direction
�max � maximum angular position

�contact � contact angle
� � radial velocity ratio of �=VY /V


� � kinematic viscosity �m2 /s�
� � angular frequency �rad/s�
� � density �Kg /m3�
� � period of the oscillatory motion �s�
� � angular coordinate
� � air viscosity �N s/m�

Subscripts
a � conditions of air in the spacing between skin

and fabric
o � opening
w � external wind

 � environment condition
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Process Intensification in a
“Simulated Moving-Bed” Heat
Regenerator
The solid-gas contacting for thermal storage and thermal recovery is generally carried
out in fixed-bed regenerators. Compared to a fixed bed, higher thermal recovery can be
achieved in a moving bed with countercurrent flow of gas and solids. However, the
moving beds have not been widely used due to difficulties in solid handling. The relative
movement of the bed to the gas flow can be simulated in a fixed bed by moving the inlet
and outlet ports of the gas along the length of the bed. Similar simulated moving beds are
already in use for adsorptive separation of liquid mixtures in chemical industries. A novel
moving-port system is proposed to achieve simulated moving-bed operation in a fixed
bed. We have carried out studies to evaluate the relative performance of the fixed and the
simulated moving-bed heat regenerators. We have examined the feasibility of replacing a
set of three blast furnaces and thermal regeneration of an adsorption bed with the
simulated moving-bed regenerator. It is found that high-heat transfer intensification can
be achieved. The results indicate that three blast-furnace stoves can be replaced by a
simulated moving-bed regenerator of volume of about 100 times smaller than the stoves.
The heat-transfer intensification is high enough to carry out thermal regeneration of the
adsorption beds in a cycle time that is in the range of the pressure swing adsorption,
which is favored for its faster rate of regeneration. �DOI: 10.1115/1.2927397�

Keywords: regenerator, simulated moving bed, thermal swing adsorption
Introduction

Process intensification is attracting attention as it is expected to
ring about dramatic improvements by decreasing the equipment
ize or by increasing the production capacity compared to those
ommonly used today �1�. In the present work, a novel heat re-
enerator is proposed in which the thermal recovery or storage
ate is one to two orders of magnitude higher than the conven-
ional regenerator.

A vast body of literature dealing both theoretical and experi-
ental studies on heat transfer in fixed-bed regenerators is avail-

ble. Methods of solution for obtaining temperature profiles in the
ed were presented based on the assumption of negligible heat
onduction parallel and infinite heat conduction perpendicular to
ow direction. Among them, most are based on numerical finite-
ifference schemes where the periodic-steady-state solution is ob-
ained from initial guesses of the temperature profiles and succes-
ive substitution �2–7�. Analytical expressions were obtained for
he temperature profiles and effectiveness of regenerative heat ex-
hangers �8,9�. A mathematical model to describe the behavior of
he long packed-bed heat regenerator accounting axial dispersion
as been presented �10�. Analytical expressions were obtained for
he evolving temperature front in terms of the moments of the
ssociated Gaussian distribution. This procedure, though approxi-
ate, allows one to account for all the factors that contribute to

he spreading of the temperature front due to axial dispersion of
as, film heat transfer, and conduction into the particles. The stud-
es on experimental validation of mathematical models have been
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pril 1, 2008; published online June 18, 2008. Review conducted by Anthony M.

acobi. Paper presented at the 2004 ASME Heat Transfer/Fluids Engineering Sum-

er Conference �HT-FED2004�, Charlotte, NC, July 11–15, 2004.

ournal of Heat Transfer Copyright © 20
reported in Refs. �11,12�. A dynamic process model and solution
technique has been developed for the hot blast stove for predicting
accurately the temperature and energy content of the stoves during
the thermal regenerative cycles �13,14�.

Studies on heat transfer between solid and gas in moving beds
have been reported in Refs. �15,16�. Analytical expressions for the
fluid and solid temperature distributions and heat recovery effec-
tiveness were presented for continuous operation for a single
moving bed and two beds coupled by a fluid flow �17�. A dynamic
simulation approach has been developed based on two-
dimensional schematization and on time-dependent convective-
conductive heat transfer �18�. This model could be used for the
transient analysis of the moving-bed operation. It could be used as
a useful tool in control and optimal design studies.

In a heat regenerator, heat transfer takes place between a hot
gas stream and a fixed bed of cold solids and the heat is recovered
from the bed by passing a cold gas stream. To make the process
continuous, a two-bed configuration is generally used. When a hot
gas enters an initially cold bed, a heat-transfer zone is formed and
it moves along the bed from one end to the other �10,19�. Thermal
equilibrium prevails on both sides of the zone; however, a small
temperature difference exists between the solids and the gas
within the zone �see Fig. 1�. As the heat-transfer zone traverses
across the bed, the solids attain the temperature of the gas. The
temperature difference in the zone is dictated by the gas velocity,
the heat capacities of solids, and their surface area. Because of the
small temperature difference in the heat-transfer zone, the heat-
transfer rate is low in fixed beds. On the other hand, if the gas
velocity is high, the zone length exceeds the length of the bed and
the energy storage would be less.

In a moving-bed regenerator, high temperature difference be-
tween the gas and the solids along the bed can be maintained in a
manner similar to that in a counterflow shell-tube heat exchanger,
by controlling the velocities of the gas and the solids. The differ-

ence in the solid and gas temperature leads to high heat-transfer
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ates. Because of the difficulties in handling the solids, the moving
eds are not used at present. However, the relative movement
etween the solids and the gas can be simulated in a fixed bed by
oving the gas inlet and outlet ports along the bed. The simulated
oving bed �SMB� is already in use for the adsorptive separation

rocesses in Chemical Industries. UOP �Des Plaines, IL� has com-
ercialized the simulated moving-bed adsorbers for separation of

iquid mixtures. In these beds, several equispaced ports are pro-
ided along the length of the bed for the injection and withdrawal
f the liquids. A rotary valve periodically switches the inlet and
utlet ports to achieve the simulated moving-bed operation. The
se of SMB for heat exchange has not been reported in literature.

A set of three or four blast-furnace stoves is used in the iron and
teel industry to exchange heat between the blast-furnace off gases
nd the cold air fed to the blast furnace. It appears possible to
eplace the stoves with a single SMB. The process of thermal
egeneration of a bed saturated with a gas in the adsorptive sepa-
ation of a gas mixture is similar to the heat regeneration. The
aturated bed is stripped off the gas �regeneration� either by de-
reasing the pressure or by heating. The latter is not widely used
hough more economical since it is generally very slow compared
o the former �20–22�. However, a SMB could permit a rapid
hermal regeneration.

In this work, we have proposed a novel moving-port system to
chieve a simulated moving-bed operation for heat exchange be-
ween a gas stream and a fixed bed of solids. We assessed the
easibility of replacing a set of three blast-furnace stoves with a
ingle proposed SMB and the rapid thermal regeneration of a bed
aturated with a gas.

Moving-Port System
Figure 2 shows a sketch of the proposed moving-port system. It

onsists of two closely fitted concentric tubes. The outer tube has
straight slot and the inner one has a helical slot as shown in the
gure. A diamond shaped port is formed at the intersection of the

ig. 1 Temperature front propagation of gas and solid in fixed
ed
Fig. 2 Moving-port assembly
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two slots. On rotation of either the inner or the outer tube, the port
moves continuously from one end to the other. On reaching the
other end, it returns to the end abruptly from where it has started.

The moving-port system could be embedded in a fixed bed of
solids to introduce a fluid stream into the bed, or withdraw a fluid
stream from the bed. An appropriate gasket has to be provided
between the tubes to prevent leakage of the fluid along the slot.
The inner tube can be rotated using a stepper motor to move the
port at a desired velocity.

3 Simulated Moving-Bed Heat Regenerator
Figure 3 shows a sketch of the proposed regenerator. It consists

of a fixed bed of solids in which four moving-port systems are
embedded. The cooling and heating zones are formed between the
inlet and outlet ports of the hot and cold gas streams. The distance
between the ports can be adjusted by rotating the inner tubes of
the ports at the start of the operation. The four ports are moved at
the same velocity. The pressure at the cold-air inlet is to be main-
tained higher than the outlet port to ensure the flow of the gas
through the bed.

The pressure and temperature profiles are shown in Fig. 3. The
gas pressure at the hot gas inlet is such that it is equal to the
pressure at the cold-gas outlet port, so that there is no flow
through the zone separating the hot and cold zones. The pressure
at the hot outlet is maintained at a lower pressure than the hot
inlet. For the flow of gas from one end of the bed to the other, a
gas return pipeline is provided. To prevent the flow of the hot gas
from the hot zone to the cold zone, the valve in the return pipeline
is closed. As the zone approaches the far end of the bed, the valve
in the gas line is opened and the rotating-disk valve located in the
bed is closed to ensure a smooth transfer of the zones from one
side of the bed to the other.

A sketch of the rotating-disk valve is shown in Fig. 4. It con-
sists of two circular disks having holes. One of the disks can be
rotated about its axis whereas the other is fixed. The passage for

Fig. 3 SMB heat regenerator
Fig. 4 Sketch of rotating-disk valve
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he gas can be closed or open by partial rotation of the disk.
roper slots can be made on the rotating disk at the position of the
oving-port tubes to enable it to rotate by a certain angle.
Once both the zones are transferred from one side of the

otating-disk valve to the other, the valve positions are restored to
he previous settings. Thus, the heat regeneration can be achieved
n a single bed. However, if the mixing of the hot and cold gases
s not acceptable, two beds may be used, each embedded with two

oving-port systems one each for the injection and the with-
rawal of the gas.

The introduction and withdrawal of the gas could be visualized
s a point source and as a sink of the gas in the bed, respectively.
o attain a uniform flow in the radial direction, it takes some
istance from the port. To promote a uniform velocity in the radial
irection, the bed could be sectionalized using a high porosity
ire-mesh packing, as shown in Fig. 3. An appropriate gap in
etween the sections promotes the radial flow in the gap and en-
ures a uniform velocity in the latter sections. In the SMB heat
egenerator, the heat-transfer zone extends from the inlet to the
utlet ports in both the cooling and the heating zones. A desired
emperature difference at the ends can be maintained by control-
ing the velocity of the ports and the gas velocity. This leads to
igher temperature difference between solids and gases in both
ections compared to those in a fixed bed, which in turn give rise
o heat-transfer intensification.

Modeling and Simulation
To assess the thermal performances of the proposed regenerator

nd the fix-bed regenerator, we have formulated mathematical
odels for both and carried out the computer simulation studies.
he mathematical models are given below.
We have assumed that the gas velocity is uniform in the radial

irection and the opening and closing valves do not cause any
nterruption to the steady-state operation. Furthermore, the follow-
ng assumptions are made.

Heat loss from the walls is negligible. The ratio of heat flux by
onvection and conduction flux for the proposed SMB is 486.
herefore, we have assumed that the axial heat conduction

hrough bed of solids is negligible. The effective thermal conduc-
ivity, used in evaluating the Pe �the Peclet number Pe
Vscps�s /keffL�, was estimated from Ref. �23�. The containing
all of the bed is adiabatic. The gas and solids are in plug flow.
ince the wall is adiabatic and the velocity is independent of the
adius, the temperature would be uniform along the radius. There-
ore, we assume that there would be no heat transfer in the radial
irection �24�.

The model for the proposed SMB is as follows. The differential
nergy balance for the gas phase accounting for the axial disper-
ion �23� is as follows:

GgCpg
dTg

dx
− kg,eff

d2Tg

dx2 = has�Ts − Tg� �1�

he boundary conditions for the gas and the solid temperature at
he inlet of the heat-transfer zones considered are

�Tg = Tg,0

Ts = Ts,0
� at x = 0 �2�

he temperature distribution within a spherical particle in the bed
s determined from the differential heat conduction equation

�2T

�r2 +
2

r
� �T

�r
� =

Cps�s

ks
� �T

��
� �3�

onsidering that the heat-transfer zone moves with a uniform ve-
ocity, we can eliminate the time � in terms of the zone velocity Vs

nd the axial distance of the bed x as x=Vs � �15–17� to yield
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�2T

�r2 +
2

r
� �T

�r
� =

VsCps�s

ks
� �T

�x
� �4�

The boundary conditions are

− ks� �T

�r
�

r=R

= h�Ts − Tg� �5a�

and

� �T

�r
�

r=0
= 0 �5b�

Equations �1� and �4� along with the boundary conditions are
solved using the Crank–Nicholson six-point implicit form tech-
nique as given by Ferziger �25�. The particle heat-transfer coeffi-
cient has been estimated from the correlation given by Wakao and
Kaguei �23�,

�
h

CpgGg
��gCpg

kg
�2/3

=
2.876

Rep
+

0.3023

Rep
0.35 �6�

The gas phase pressure drop in the packed bed is estimated using
the Ergun equation �26�

�P

L
=

150V�

�s
2dp

2

�1 − ��2

�3 +
1.75�gV2

�sdp

�1 − ��
�3 �7�

The model for the fixed-bed regenerator is given below. The
preliminary studies indicated that the size of the particle to be
used is less than 5 mm. For the operating conditions considered
here, the corresponding Bi is 0.023�0.01. Therefore, we have
considered that there is no internal temperature gradient within the
particle.

The energy balance equation for the gas, accounting for axial
dispersion, is

kg,eff
�2Tg

�x2 − Cpg�gVg
�Tg

�x
+ has�Ts − Tg�/� = Cpg�g

�Tg

�t
�8�

The energy balance for the solid phase is

�sCps�1 − ��
�Ts

�t
= has�Tg − Ts� �9�

The initial and boundary conditions are as follows:
At t=0,

0 � x � L, Tg = Tg0, Ts = Ts0

At x=0,

kg,eff
�Tg

�x
= VgCpg�g��Tg − Tg0� for t 	 0

x = L,
�Tg

�x
= 0 for all t

The set of coupled differential equations was solved by the
method of lines. A central finite-difference technique was used to
discretize over the space domain. The DASPG subroutine in the
IMSL™ package was used to solve the resulting differential equa-
tions.

5 Results and Discussion
First, we have examined the feasibility of replacing the blast-

furnace stoves with the proposed simulated moving-bed heat re-
generator. A typical stove is 7 m in diameter and 33 m in height.
Each stove goes through alternate steps of heating and cooling in
a cycle referred to as “on-gas” and “on-blast” steps, respectively.
The time for the on-gas step is 4.28 h and for the on-blast step, it
is 2.53 h. The changes in temperatures of the off gas and the air
are 1200–200°C and 90–1000°C, respectively �13,14,27,28�. We

have considered that there are three blast stoves in operation at a
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ime, two for the heating cycle and one for the cooling cycle. The
eat duty of the stoves and the other details used in the analysis
re given below.

Cooling cycle Heating cycle

olumetric flow rate of gas, m3 /s :42.8 47.19
nlet temperature, °C :1204 40
utlet temperature, °C :175 1000
ensity of packing material :2000 kg /m3

pecific heat of packing material :836.8 J /kg °C
article diameter :0.1–100 mm
rea density of the bed :36,000–36 m2 / m3

Using the above parameters, we have determined the heat-
ransfer zone lengths of simulated moving-bed regenerators using
he models presented in the previous section. The grid indepen-
ency tests for the convergence of the zone length as function of
patial discretization over a wide range of grid size �from
0−2 to 10−6 m� were carried out. It has been observed that the
rid size below 0.01 m has negligible effect on the results. How-
ver, we have employed a grid size of 0.001 m in all computa-
ions. The cross-sectional area beds and the particles of diameters
ere varied over a range of 5–20 square meter. The diameter was
aried from 0.1 mm to 100 mm and the porosity of the bed was
.4. Figures 5 and 6 present the variation of the lengths of the
ooling and heating zones. It can be seen that the zone lengths

ig. 5 Effect of particle diameter on the zone length for
ooling

ig. 6 Effect of particle diameter on the zone length for

eating

91801-4 / Vol. 130, SEPTEMBER 2008
increase with the increase in particle diameter. It is evident from
these figures that the zone lengths for a particle diameter decrease
with increasing cross-sectional area.

The energy requirement to blow the gases through the regen-
erator is also an important factor besides the size of the unit. The
former dictates the running cost and the latter the capital cost. The
pressure drop depends on the particle diameter and cross-sectional
area of the bed. The estimated pressure drops across the zone
lengths are presented in Figs. 7 and 8.

The pressure drop goes through a minimum around 0.8 mm
particle diameter for all cross-sectional areas of the beds. For the
particle diameter of 0.8 mm, the zone lengths in both sections are
in the range of 0.04–0.08 m, which is very small. The corre-
sponding pressure drops are also the lowest. The zone volumes are
about 1000 times smaller than that of the blast-furnace stoves.
However, the assumption of uniform radial gas flow may not be
valid for such small zone lengths. Furthermore, the cyclic varia-
tion of severe temperature gradients could pose problems in the
selection of the material that could be used for the particles. For
the particles of larger diameter, the zone lengths as well as the
pressure drops are very high. To overcome this problem of high
pressure drops, the Raschig rings �used in packed-bed distillation
and absorption columns� of different diameters with different po-
rosities were considered.

The specific area and porosity details of the Raschig rings are
given in Table 1.

Figures 9 and 10 present the zone-length variation of both cool-
ing and heating zones for different hydraulic diameters of the

Fig. 7 Variation of pressure drop across the zone length with
particle diameter for cooling

Fig. 8 Variation of pressure drop across the zone length with

particle diameter for heating

Transactions of the ASME
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aschig rings and cross-sectional areas of the beds. It can be seen
rom the figures that zone lengths increased with increase diam-
ter. Figure 11 shows the pressure drop data. It can be observed
hat the pressure drops are much smaller than that for the spherical
articles. However, the zone lengths are larger for the Raschig
ings as porosity is higher than for the spherical particles.

The temperature difference between the solids and the gas in
MB regenerator is shown in Figs. 12 and 13. For the case of
xed bed with 15 m2 cross-sectional area and 10 m length, a par-

icle size of 10 mm was considered. The gas inlet and outlet tem-
eratures and the flow rates are the same as stated earlier. It is
ound that the average temperature difference between the solids
nd gas along the heat-transfer zone in the fixed bed is 5.2°C. The
emperature difference is nearly constant along the zone length.
or the SMB, they are 76°C and 82°C for the cooling and heat-

ng zones, respectively.
The volume required for the SMB is 20–330 times less in com-

arison to the set of three stoves depending on the particle size
nd bed cross-sectional area. After considering the zone lengths
nd pressure drops, we have selected a SMB with 10 m2 cross-

Table 1 Specific area and porosity details for Raschig rings

Particle
size �mm�

Sp area
�m2 /m3� Porosity dh �mm�

25 202.2 0.72 14.2
15 312 0.69 8.8
10 440 0.65 5.9
6 771.9 0.62 3.2

ig. 9 Effect of hydraulic diameter on the zone length for
ooling

ig. 10 Effect of hydraulic diameter on the zone length for

eating

ournal of Heat Transfer
sectional area filled with the Raschig rings of 10 mm diameter as
an alternative to the blast-furnace stoves. For this case, the zone
lengths for both heating and cooling is 0.5 m and the correspond-
ing pressure drop is about 0.12 atm. A separation zone length of
0.5 m is provided between the cooling and heating zones and
0.25 m on either side of the zones. The port velocity in these

Fig. 11 Variation of pressure drop across the zone length with
hydraulic diameter for cooling

Fig. 12 Temperature profiles for gas and solid in the cooling
zone

Fig. 13 Temperature profiles for gas and solid in the heating

zone

SEPTEMBER 2008, Vol. 130 / 091801-5
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ections is 7.8 mm /s. The total length is 4 m. Note that we have
ot accounted for the gaps to be provided between the sections in
omputing the volume reduction. The volume of the proposed
MB heat regenerator for these conditions is 95 times smaller

han the blast-furnace stoves.

5.1 Thermal Regeneration of Adsorbent Bed. Adsorptive
eparation of a gas mixture is a cyclic process and it is accom-
lished using two to six fixed beds of adsorbent. The cycle con-
ists of several steps. Each bed goes through the steps for a fixed
uration of time. Figure 14 shows the schematic of heating the
dsorbed bed by circulating gas through a hot inert bed �29�. Each
ed is embedded with two moving-port systems. The energy in the
ot inert bed is transferred to the cold bed by circulating the gas
hrough a make-up heater and a cooler using a blower. The adsor-
ent bed has to be cooled back to its initial temperature. To con-
erve energy, the heat in the adsorbent bed is transferred back into
he inert bed.

To examine the feasibility of the regeneration within a specified
ime, we have limited ourselves to heating of the bed. We have
onsidered the heating step to be accomplished in 5 min. In order
o assess the performance, we have computed the temperature
rofiles in the beds at different time intervals and pressure drops,

able 2 Parameters used in thermal regeneration of fixed bed
nd SMB

iameter of the bed: 1 m
ength of the bed: 5 m
iameter of the particle: 2.0 mm
ed porosity: 0.4
pecific heat capacity of adsorbent: 0.950 kJ /kg °C,
pecific heat capacity of gas: 0.876 kJ /kg °C
ensity of gas: 1.2 kg /m3

iscosity of gas: 9.1
10−6 Pa s
hermal conductivity of gas: 0.02 W /m °C
hermal conductivity of adsorbent: 0.173 W /m °C
hermal conductivity of inert solid: 4.67 W /m °C
ot bed temperature: 350°C
old bed temperature: 50°C

ixed Bed
Inlet Outlet

as to hot bed, °C 50 350
as to cold bed, °C 350 50

MB
Inlet Outlet

as to hot bed, °C 50 330
as to cold bed, °C 350 70

ig. 14 Schematic of the thermal regeneration process using
SMB adsorber and an inert bed
91801-6 / Vol. 130, SEPTEMBER 2008
make-up heat, and the power requirements for circulation of the
gas through the beds for a fixed bed and simulated moving bed
using the parameters given in Table 2. The results are presented
below.

Figure 15 presents the variation of zone lengths with the gas
flow rate. It can be seen that the zone length ranged from 0.3% to
3% of the bed length for the SMB and from 15% to 35% for the
fixed bed. To heat the bed in 5 min, the flow rate of the gas
required is 3.3 kg /s for the fixed bed and is 3.0 kg /s for the SMB.
For these flow rates, the zone length was 33.4% of the bed length
for fixed bed and was only 2.2% in the SMB case. Figure 16
presents the power requirement for gas circulation. The power
required is very large in the case of fixed bed, since the gas has to
pass through the entire bed, whereas it is only across the zone
length for the SMB.

The make-up heat has to be provided for both the fixed bed and
the SMB. In the case of the fixed bed, thermal equilibrium pre-
vails on either side of the heat-transfer zone, as shown in Fig. 1.
As the zone reaches the far end of the bed, the gas temperature
starts falling below 350°C. We have determined the temperature
profile when the zone reaches the far end, and estimated the
make-up required. Figure 17 shows the temperature profile of the
gas in the fixed bed. The overshoots in the temperature profile are
due to numerical oscillations. By increasing the number of grid
points, the overshoots can be eliminated. However, the computa-
tional time increases by manifold. The percentage error for heat
transferred in the heating step for 50 and 200 grid points is
0.019%. Therefore, we have employed 50 grid points to save on

Fig. 15 Effect of gas flow rate on zone lengths in SMB and
fixed beds

Fig. 16 Effect of gas flow rate on pumping power in SMB and

fixed beds
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omputational time. From the shaded area, the make-up heat was
stimated. Likewise, the gas leaving the adsorbent bed has to be
ooled to be maintained at 50°C. However, in the case of SMB,
ake-up energies for the heating and for the cooling have to be

rovided throughout the regeneration step. The gas leaving the
nert bed is 330°C and it has to be heated to 350°C and similarly,
he gas leaving the adsorbent is at 70°C and it has to be cooled to
0°C.

The total make-up energy for heating is 189 MJ for the fixed
ed and is 116 MJ for SMB in each step. The SMB has the ad-
antage of the lower power and make-up energy requirement
ompared to the fixed bed. More extensive study is required to
scertain the relative performance of the fixed bed and the SMB
or thermal regeneration of adsorbent beds.

Conclusions
We have proposed a novel simulated moving-bed heat regen-

rator using a fixed bed. A single SMB could replace a set of three
last-furnace stoves, and a volume reduction by a factor of 95
ould be achieved with the use of SMB. The proposed SMB heat
enerator could be adopted for the thermal regeneration of adsor-
ent bed. The power requirement for gas recirculation and the
ake-up energy required are less with the SMB compared to the
xed bed. The study shows that a significant process intensifica-

ion can be achieved using the proposed SMB.

omenclature
as � specific surface area, m2 /m3

Bi � Biot number
Cp � specific heat, J/kg °C
dh � hydraulic diameter, m
dp � particle diameter, m
Fo � Fourier number
G � mass velocity, kg /m2 s
h � particle heat-transfer coefficient, W /m2°C

kg,eff � effective axial thermal conductivity, W/m °C
k � thermal conductivity, W/m °C
L � length of the zone, m
r � radius, m

Rep � particle Reynolds Number, Rep=dpGg /�g
T � temperature, °C
V � superficial velocity of air, m/s

Fig. 17 Temperature
Vs � apparent solid velocity, m/s

ournal of Heat Transfer
x � distance from the outlet port, m

Greek Letters
�P � pressure drop, atm

� � void fraction, dimensionless
� � time, s
� � dynamic viscosity, kg/m s
� � density, kg /m3

� � sphericity of particle, dimensionless

Subscripts
g � gas
s � solid
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Simplified Two-Dimensional
Analytical Model for Friction Stir
Welding Heat Transfer
A two-dimensional heat transfer problem pertaining to friction stir welding is developed
by converting various pin tool configurations of interest to a simplified pin only configu-
ration by assigning an equivalent heat flux to the pin surface. Mechanical dissipation
heating, responsible for the welding, is modeled by means of a thermal boundary condi-
tion at the pin surface. A series solution is developed for the temperature distributions in
the workpiece (assumed to be infinite) and these distributions are analyzed at various
radial and circumferential locations. It is found that the closed form solutions developed
are not influenced greatly by the truncation numbers of this series. Maximum reduced
temperatures pertinent to configurations available in literature are estimated from the
series and one term solutions developed and compared with those observed. Further-
more, the applicability of one term solution of this series is tested for various parametric
combinations based on models available in literature. It is found that the one term
solution can be applied to within a reasonable range of the process governing
parameters. �DOI: 10.1115/1.2927401�

Keywords: friction stir welding, mechanical dissipation heating
Introduction
Friction stir welding �FSW� is one of the most recent advances

n the technology of welding and is oftentimes found to be more
ffective than conventional forms. The process begins by plunging
rotating pin tool into a workpiece until the tool’s shoulder �see

elow� touches the workpiece. The part of the pin tool that pen-
trates the workpiece is referred to as the “pin” while parts of the
in tool in contact with horizontal workpiece surfaces are referred
o as “shoulders.” The pin tool then translates down the weld
eam. The frictional heat produced by pin tool rotation combined
ith the associated stirring action welds materials at temperatures
elow their melting points, thus resulting in a superior weld qual-
ty with the absence of conventional welding defects such as oxi-
ation, porosity, solidification, etc. Although widely used for the
elding of aluminum alloys, FSW is also being used to join dis-

imilar metals as well.
The associated heat transfer problem is highly significant as the

mount of heat generated during the process decides the quality of
he weld, its mechanical properties, and distortion of the work-
iece. Numerous experimental studies, ending with the develop-
ent of empirical relations, have been conducted over the past

ew years. For example, McClure et al. �1� developed a heat trans-
er model, for the friction stir welding of two AA 6061-T6 plates,
hat takes into account plastic deformation of the weld metal and
eat generation by friction at the shoulder and workpiece inter-
ace.

The mechanics of the process, related momentum transfer, and
he microstructure of the resulting joint have also been investi-
ated by various other researchers. Guerra et al. �2� investigated
he flow patterns during friction stir welding by conducting ex-
eriments on bimetallic welds of aluminum copper and AA
195-AA 6061. Murr et al. �3� compared the friction stir welding
f a number of metal and alloy systems, with emphasis on the
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hardness profiles of friction stir welds. Sutton et al. �4� studied the
microstructure of the welds with importance on grain size and
microhardness variations.

In addition to the available experimental results, the advent of
high speed and large memory computers has facilitated research in
numerical modeling of FSW in recent years. Chao and Qi �5�
developed a three-dimensional finite element model for FSW of
AA 6061-T6 plates taking into account different thermal convec-
tions at the top and bottom surfaces of the workpiece, welding
velocity, and a heat flux configuration. Song and Kovacevic �6�
developed a heat transfer model based on an explicit central dif-
ference method and conducted an analysis with a coordinate sys-
tem that moves with the tool. Colegrove and Shercliff �7� ana-
lyzed various profiled tools and investigated the effects of tool
rake angle, and translational and rotational speeds on the flow
field produced using FLUENT—the commercial Computational
Fluid Dynamics �CFD� software that employs finite volume meth-
ods.

Ulysse �8� employed a 3D finite element model to predict the
temperature and force distributions during the butt welding of two
AA 7050-T7451 plates and showed that increasing the welding
velocity increases the magnitude of axial and shear forces on the
pin. Chen and Kovacevic �9� employed a thermomechanical
model to study the various forces in FSW using finite elements.
Zhu and Chao �10� investigated the nature of residual stresses in
FSW using different finite element models and various materials.
The structural performance of friction stir butt welded Al alloys
was studied by Lomolino et al. �11�. Cho et al. �12� used a model
including strain hardening to study the texture evolution and the
velocity and temperature distributions in friction stir welds of
stainless steel. Soundararajan et al. �13� predicted the stress devel-
opment in FSW using a model with adaptive boundary conditions
and mechanical tool loading to simulate FSW of two Al 6061
plates, considering a uniform value for contact conductance.

Owing to the complex nature of FSW, analytical solutions can
be obtained only with the aid of significant simplifications. Al-
though not directly related to FSW, some mathematical models
that pertain to welding, in general, are available in literature.
Rosenthal �14� analyzed the mathematical aspects of heat distri-

bution during welding processes by treating the heat source sepa-
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ately as a point and as a line source while assuming constant
hermophysical properties of the material. The process was mod-
led as quasistationary and heat exchanges to the environment
ere neglected. Trivedi and Srinivasan �15� extended this analysis

o the case of a moving cylindrical source.
In this paper, a method by which various FSW pin tool configu-

ations can be converted to a simplified pin only configuration is
iscussed and used to reduce the FSW heat transfer-problem to a
wo-dimensional form. A methodology similar to that of Trivedi
nd Srinivasan �15� is employed to solve for the workpiece tem-
erature distribution. In this approach, mechanical dissipation
eating, currently thought to be responsible for most of the heat-
ng that produces the weld, is represented by a thermal boundary
ondition at the pin surface.

Governing Equations
The mechanical loads applied by the pin tool to the workpiece

esult in a yielded region only in the immediate vicinity of the
ormer while most of the workpiece remains unyielded. Idealizing
he localized yielded region as being coincident with the pin tool
urface and treating the workpiece as rigid, the governing equa-
ion for steady heat transfer in the workpiece is given by

v · �T = ��2T �1�

here v is the pin tool velocity, T is the workpiece absolute tem-
erature, and � is the workpiece thermal diffusivity �assumed to
e constant�.

Figure 1 introduces both a Cartesian coordinate system �x ,y ,z�
nd a cylindrical coordinate system �r ,� ,z�. Both of these coor-
inate systems are attached to the pin tool and are inertial �since
he pin tool moves with a constant speed�. The x axis is coincident
ith the bottom of the weld seam, the y axis is in the plane of the
orkpiece bottom, and the z axis is coincident with the pin tool

enterline. The r ,� plane is coincident with the x ,y plane. The pin
ool is represented schematically as a circle in Fig. 1. The work-
iece length and width �being much larger than the maximum pin
ool radius in typical configurations� are idealized as infinite in the
resent analysis, as indicated in Fig. 1. Thus, from the viewpoint
f the pin tool, steady conditions prevail with the workpiece mov-
ng in the negative x direction as indicated by the arrow labeled v
n Fig. 1. For this steady problem with workpiece translational
elocity v �opposite to the welding direction�, Eq. �1� can be
ritten in polar coordinates as

�r
2T + �rT/r + ��

2T/r2 + �z
2T = − P�cos����rT − sin�����T/r�/R

�2�
here

P = vR/� �3�
s a Peclet number.

Figure 2 depicts four FSW pin tool configurations of interest in
olar cylindrical coordinates. Figure 2�a� represents a full penetra-
ion configuration and introduces the pin radius R, the top shoul-
er radius Rs, and the workpiece thickness H. Figure 2�b� depicts

Fig. 1 Coordinate systems used for analysis
he partial penetration configuration and introduces the depth of

92101-2 / Vol. 130, SEPTEMBER 2008
pin penetration D. Addition of a second shoulder, of radius Rb, to
the full penetration configuration results in a self-reacting configu-
ration depicted in Fig. 2�c�. A simplified pin only configuration,
which is useful in the development of closed form solutions, is
shown in Fig. 2�d�.

The arrows in Fig. 2 indicate various radial and axial heat
fluxes representing mechanical dissipation heating at their respec-
tive pin tool locations. While calculating these heat fluxes, it is
assumed that the mechanical power generated by the moment due
to transverse shear stress �idealized at the yield value �0�, acting
on the rotating tool, is transferred to the workpiece. The power
generated due to the yield stress acting on a differential area dA of
the workpiece surface is given by

dp = �0r�dA �4�

where � is the angular velocity of the tool and r is the radial
coordinate of a point on the surface of the pin tool. The corre-
sponding heat flux is given by

qn = dp/dA = �0r� �5�
wherein heat input to the workpiece is considered positive.

The yield stress of aluminum alloys is a function of both tem-
perature �which varies with position� and shear rate �of which �
would be an appropriate measure�. Since FSW occurs at a con-

Fig. 2 Schematic of various FSW pin tool configurations „„—…

pin tool; „Ÿ… workpiece…
stant pin tool angular velocity, the shear rate variation of the yield
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tress is not included in the calculations that follow. To account
or all this in a way that facilitates closed form solutions, a
traight line fit to yield stress versus temperature data in the FSW
egion,

�0 = �0,0�1 − T/TM� �6�

s used where TM is the melting temperature and �0,0 is a fitting
arameter having the dimensions of stress. Equation �6� captures
ualitatively both the “temperature softening” behavior exhibited
y aluminum alloys at high temperatures and the vanishing of the
ield stress at the melting temperature. The parameter �0,0 is ad-
usted to create the best fit to experimental data in the FSW tem-
erature range, as illustrated schematically in Fig. 3. Substituting
q. �6� into Eq. �5� yields

qn = �0,0�r�1 − T/TM� �7�
s an example, the radial heat flux associated with the cylindrical
in surfaces in Fig. 2 is defined as

qr = qr�R,�,z� = �0,0�R�1 − T�R,�,z�/TM� �8�
nd using

qr = − ��rT �9�

here � is the workpiece thermal conductivity �assumed to be
onstant�, in Eq. �8� gives

�rT�R,�,z� = − �0,0R��1 − T�R,�,z�/TM�/� �10�
s a boundary condition for the pin surfaces. Similar equations
an be generated for the other tool surfaces pertinent to a configu-
ation.

The top surface of the workpiece, not in contact with the tool
urfaces, interacts with the atmosphere by means of convection
eat transfer. This interaction is characterized by a heat transfer
oefficient hH and an ambient temperature T�. Thus, the top sur-
ace heat flux can be written as

qz�r,�,H� = hH�T�r,�,H� − T�� for r � Rs �11�
nd substituting

qz = − ��zT �12�
n Eq. �11� produces the boundary condition for the top surface as

�zT�r,�,H� = hH�T� − T�r,�,H��/� for r � Rs �13�
The bottom surface of the workpiece interacts with the backup

late in a complicated manner. Here, a simplified approach is
dopted in which the backup plate is characterized by an effective
onstant temperature T0 �assumed to be the same as T�� and the
nteraction by an effective convection heat transfer coefficient h0.

ig. 3 Variation of actual and idealized yield stress with tem-
erature for aluminum alloys
he heat flux at the bottom surface then becomes

ournal of Heat Transfer
qz�r,�,0� = h0�T� − T�r,�,0�� �14�

Substitution of Eq. �12� into Eq. �14� yields

�zT�r,�,0� = h0�T�r,�,0� − T��/� �15�

as the boundary condition for the bottom surface of the work-
piece.

3 2D Approximation
To facilitate the creation of a simplified two-dimensional model

of FSW heat transfer, the configurations shown in Figs. 2�a�–2�c�
can be replaced with the simplified pin only configuration shown
in Fig. 2�d� by assigning an “equivalent” heat flux to the pin’s
surface. This is achieved by increasing the pin surface heat flux by
a correction factor, f , calculated as follows.

The heat flux on any surface of the pin tool is given by Eq. �5�
and the corresponding net heat input to the workpiece from the
pin tool is then

Q =�
A

� qndA �16�

where A is the combined pin and shoulder surface areas. Substi-
tuting Eq. �5� into Eq. �16� and treating �0 as constant �an approxi-
mation� yield

Q = �0��
A

� rdA �17�

An equivalent pin surface heat flux can be defined as

qr�R,�,z� = Q/�2�RH� = �0��
A

� rdA/�2�RH� = f�0R� �18�

where

f =�
A

� rdA/�2�HR2� �19�

Evaluating Eq. �19� leads to

f = 1 + �Rs
3/R2 − R�/�3H� �20�

for the full penetration configuration of Fig. 2�a�,

f = D/H + Rs
3/�3R2H� �21�

for the partial penetration configuration of Fig. 2�b�, and

f = 1 + ��Rs
3 + Rb

3�/R2 − 2R�/�3H� �22�

for the self-reacting configuration of Fig. 2�c�. Then, Eq. �10� is
replaced with

�rT�R,�,z� = − f�0,0R��1 − T�R,�,z�/TM�/� �23�
It is now possible to create a two-dimensional problem by in-

tegrating Eqs. �2� and �23� through the thickness of the workpiece.
Subsequent multiplication with 1 /H and use of Eqs. �13� and �15�
yield

�r
2T̄ + �rT̄/r + ��

2T̄/r2 + P�cos����rT̄ − sin�����T̄/r�/R

= �h0�T�r,�,0� − T�� − hH�T� − T�r,�,H���/��H� �24�

and

�rT̄�R,�� − T̄�R,��/�	R� = − TM/�	R� �25�
where

SEPTEMBER 2008, Vol. 130 / 092101-3
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T̄ = T̄�r,�� =�
0

H

Tdz/H �26�

s the thickness averaged temperature and

	 = �TM/�f�0,0�R2� �27�

To approximate the terms multiplied by h0 and hH in Eq. �24�,
aghulapadu �16� assumed that the heat transfer from the work-
iece to the environment occurs in two stages: first from the inte-

ior at T̄ to a surface at temperature Ts and then from this surface
o the environment. If qc and qs represent the respective heat
uxes and hc and hs are the respective heat transfer coefficients
ssociated with these processes, then equating the heat fluxes
ields

qc = hc�T̄ − Ts� = qs = hs�Ts − T�� �28�

nd solving Eq. �28� for Ts yields

Ts = �hcT̄ + hsT��/�hc + hs� �29�

dentifying T �r ,� ,H� with Ts and hH with hs in Eq. �29� yields

T�r,�,H� = �hcT̄ + hHT��/�hc + hH� �30�

nd, similarly, identifying T �r ,� ,0� with Ts and h0 with hs pro-
uces

T�r,�,0� = �hcT̄ + h0T��/�hc + h0� �31�
ubstituting Eqs. �30� and �31� into Eq. �24� and dropping the
uperposed bars from the result and Eq. �25� with the understand-
ng that T subsequently represents the thickness averaged tem-
erature yield

�r
2T + �rT/r + ��

2T/r2 + P�cos����rT − sin�����T/r�/R

− B�T − T��/R2 = 0 �32�
nd

�rT�R,�� − T�R,��/�	R� = − TM/�	R� �33�
here

B = �1/�1/BH + 2/Bc� + 1/�1/B0 + 2/Bc�� �34�
s an effective Biot number with

BH = hHR2/��H� and B0 = h0R2/��H� �35�
eing the respective Biot numbers associated with the top and
ottom surfaces and

Bc = 2hcR
2/��H� �36�

eing a Biot number characterizing the thermal interaction be-
ween the interior and the surfaces. Based on an exact Fourier
eries solution, Raghulapadu �16� estimated this quantity as

Bc = ��R/H�2 �37�

It can be seen from Eq. �34� that B remains finite �as it should�
ven for infinite values of BH and B0. That is the reason for em-
loying the two layer model discussed above. It should be pointed
ut that the two-dimensional formulation obtained above can be
hought of as describing heat transfer in a moving fin.

2D Solution for an Infinite Workpiece
Since the dimensions of the pin tool are normally small com-

ared to the dimensions of the workpiece, it is of interest to con-
ider the idealization of an infinite workpiece. Here, the boundary
alue problem consists of Eqs. �32� and �33� and

T��,�� = T� �38�
he solution process is facilitated by the substitutions

92101-4 / Vol. 130, SEPTEMBER 2008
T = T��1 + exp�− P
 cos���/2���
,���, r = R
 �39�
which convert Eqs. �32�, �33�, and �38� to the respective dimen-
sionless differential equation

�

2� + �
�/
 + ��

2�/
2 − �2� = 0 �40�

and boundary conditions

�
��1,�� − �P cos���/2 + 1/	���1,��

= −  exp�P cos���/2�/	, ���,�� = 0 �41�
where

� = ��P/2�2 + B�1/2 �42�
and

 = TM/T� − 1 �43�
Substituting

��
,�� = �
n=0

�

fn�
�cos�n�� �44�

into Eqs. �40� and �41� yields

�
n=0

�

�fn� + fn�/
 − ��n/
�2 + �2�fn�cos�n�� = 0 �45�

�
n=0

�

�fn��1�cos�n�� − �P cos���/2 + 1/	�fn�1�cos�n���

= −  exp�P cos���/2�/	 �46�
and

�
n=0

�

fn���cos�n�� = 0 �47�

Satisfaction of Eq. �45� requires that

fn� + fn�/
 − ��n/
�2 + �2�fn = 0 �48�

Multiplying Eq. �46� by cos�m��d� and integrating the result from
0 to � produce

f0��1� − �f0�1�/	 + Pf1�1�/4� = − C0/	 for n = 0 �49�

f1��1� − �f1�1�/	 + P�f0�1� + f1�1�/2�/2� = − C1/	 for n = 1

�50�

fn��1� − �fn�1�/	 + P�fn−1�1� + fn+1�1��/4�

= − Cn/	 for n = 2,3,4, . . . ,� �51�
where

Cn = ��
0

�

exp�P cos���/2�cos�n��d�/�� � 	1 for n = 0

2 otherwise


�52�

Satisfaction of Eq. �47� requires

fn��� = 0 �53�

Equation �48� is a modified Bessel equation having the general
solution

fn�
� = AnKn��
� + BnIn��
� �54�

where In and Kn are respective modified Bessel functions of the
first and second kinds of order n, and An and Bn are constants.
Substitution of Eq. �54� into Eq. �53� yields Bn=0 and produces

fn�
� = AnKn��
� �55�
Substitution of Eq. �55� into Eqs. �49�–�51� yields

Transactions of the ASME
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��K1��� + K0���/	�A0 + �PK1���/4�A1 = C0/	 for n = 0

�56�

�PK0���/2�A0 + ��K0��� + �1 + 1/	�K1����A1 + �PK2���/4�A2

= C1/	 for n = 1 �57�

�PKn−1���/4�An−1 + ��Kn−1��� + �n + 1/	�Kn����An

+ �PKn+1���/4�An+1 = Cn/	 for n = 2,3,4, . . . ,�

�58�

his is an infinite set of algebraic equations to solve for the A’s.
runcation to N equations produces a tridiagonal set, which can be
olved without iteration or matrix inversion. Solutions must be
arried out for successively larger values of N until convergence is
btained. This was accomplished by first assigning a value of zero
o each A and terminating the successive solution process when
ach A at truncation number N differed from the corresponding A
t truncation number N−1 by no more than 10−15. This ensures
oth that convergence has been achieved for all A’s through AN
nd that all A’s beyond AN are negligible.

Once the converged A’s are obtained, they can be substituted
nto the combination of Eqs. �39�, �44�, and �55� �taking trunca-
ion into account� to yield the temperature distribution. The struc-
ure of Eqs. �56�–�58� suggests the substitution

ig. 4 Circumferential reduced temperature distribution for
echanical dissipation heating and selected summation
axima, „„—… Eq. „60… with N=1–5; „�… Eq. „60… with N=0, P
0.1, B=0, and ε=1…

ig. 5 Circumferential reduced temperature distributions for

echanical dissipation heating „P=0.1, B=0, and ε=1…

ournal of Heat Transfer
An = Ân/	 �59�

In terms of the Â’s, the corresponding temperature distribution can
be written as

�T − T��/�TM − T�� = exp�− Pr cos���/�2R��

��
n=0

N

ÂnKn��r/R�cos�n��/	 �60�

Equation �60� represents an extension of the classical quasisteady
moving heat source solutions discussed by Carslaw and Jaeger
�17� to a configuration pertinent to FSW.

The circumferential variation in reduced temperature for sev-
eral radial positions and truncation numbers is shown in Fig. 4, for
a typical parametric combination. It can be seen that the series in
Eq. �60� converges rapidly with the one term truncation �N=0�
being remarkably accurate. This one term truncation exhibits a
maximum error of about 2% occurring on the pin surface. The
general applicability of the one term solution will be discussed
subsequently.

A corresponding reduced radial heat flux distribution can be
obtained by combining Eqs. �9� and �60� to get

Fig. 6 Circumferential reduced radial heat flux distributions
for mechanical dissipation heating „P=0.1, B=0, and ε=1…

Fig. 7 Circumferential reduced temperature distributions for
mechanical dissipation heating „„—… Eq. „64… and „�… Eq. „60…

with N=0, P=0.1, B=0, and ε=1…

SEPTEMBER 2008, Vol. 130 / 092101-5
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qr/���TM − T��/R� = exp�− Pr cos���/�2R���Â0��K1��r/R�

+ P cos���K0��r/R�/2��

+ �
n=0

N

Ân��Kn−1��r/R� + �nR/r�Kn��r/R�

+ P cos���Kn��r/R�/2��cos�n���/	 �61�
Figures 5 and 6 show respective reduced temperature and radial

eat flux circumferential profiles obtained for several radial posi-
ions.

For the special case of P�1, the exponential appearing in Eq.
52� can be approximated by unity and they assume the forms

Table 2 Measures of surface temperature
„B=0…

Configuration Quantity m

Mechanical
dissipation

heating
�	=1�

�T−T�� / �TM −T�� 0.7

qr / ���TM −T�� /R� 0.2

Constant surface
temperature

qr / ���TM −T�� /R� 0.4

Constant surface
heat flux

�T−T�� / �q0R /�� 3.4

ig. 8 Circumferential reduced temperature distributions for
onstant surface temperature „P=0.1 and B=0…

ig. 9 Circumferential reduced temperature distributions for
onstant surface heat flux „P=0.1 and B=0…
92101-6 / Vol. 130, SEPTEMBER 2008
Cn = 	1 for n = 0

0 otherwise

 �62�

Substituting Eq. �62� into Eqs. �56�–�58� and using Eq. �59� lead
to

Ân = 		/�K0��� + 	�K1���� for n = 0

0 otherwise

 �63�

Substituting Eq. �63� into Eq. �60� gives the corresponding tem-
perature distribution

�T − T��/�TM − T��

= exp�− Pr cos���/�2R���K0��r/R�/�K0��� + 	�K1�����
�64�

Figure 7 shows the reduced temperature circumferential profiles
obtained from Eq. �64�. It is seen from Fig. 7 that this replicates
the solution obtained from Eq. �60� by considering only the first
term in the series �i.e., with N=0�. The solution for mechanical
dissipation heating contains two special cases, which are of inter-
est. These are discussed next.

Equating 	 to zero in Eq. �41� and combining the result with
Eq. �39� evaluated at 
=1 yield

T�1,�� = TM �65�

This describes the special case of a pin �cylinder� held at a con-
stant temperature TM, for which Eq. �60� can be shown to simplify
to

Table 1 Truncation numbers for selected Peclet numbers and
three configurations „B=0…

P

N

Mechanical
dissipation

heating �	=1�
Constant surface

temperature
Constant surface

heat flux

0.1 6 6 6
0.2 7 7 6
0.3 7 8 7
0.4 8 8 7
0.5 8 8 8
0.6 8 9 8
0.7 8 9 8
0.8 9 9 8
0.9 9 9 8
1.0 9 10 9

surface heat flux for three configurations

min av �max−min� /av

0.7270 0.7589 0.0841

0.2092 0.2411 0.2646

0.2346 0.3190 0.5292

2.8861 3.1495 0.1672
and

ax

908

730

034
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T − T��/�TM − T�� = exp�− Pr cos���/�2R��

��
n=0

�

CnKn��r/R�/�Kn����cos�n�� �66�

his is identical �when notational differences are taken into ac-
ount� to the result presented by Trivedi and Srinivasan �15�. Fig-
re 8 shows reduced temperature circumferential profiles based on
q. �66� for several radial distances and a typical parametric com-
ination.

Substituting

 = 	q0R/��T�� �67�

nto Eq. �41� and equating 	 to infinity in the result yield

�
��1,�� − P cos�����1,��/2 = − q0R exp�P cos���/2�/��T��
�68�

his is equivalent to

qr�1,�� = q0 �69�
his describes the special case of a pin �cylinder� subjected to a
onstant heat flux q0, for which Eq. �60� can be shown to simplify
o

�T − T��/�q0R/�� = exp�− Pr cos���/�2R���
n=0

N

ÂnKn��r/R�cos�n��

�70�
ith

Ân = �T�An/�q0R� �71�
Figure 9 shows circumferential reduced temperature profiles

ased on Eq. �70� for several radial locations and a typical para-
etric combination. Comparison of Figs. 5 and 9 shows that the

ircumferential temperature variation at the pin surface produced
y a constant surface heat flux is greater than that produced by
echanical dissipation heating.
Table 1 illustrates the effect of the Peclet number on the trun-

ation number. For all three configurations discussed heretofore,
he truncation numbers are modest. Most FSW processes are char-
cterized by P�1. Thus, the issue of truncation does not appear
o be a constraint on the utility of the closed form solutions pre-
ented herein.

Table 2 is presented to quantify the observations mentioned
reviously. Comparison of the entries in the last column corre-
ponding to the first and last lines of Table 2 indicates that the
urface temperature variation produced by a constant surface heat
ux is about twice as great as that produced by mechanical dissi-
ation heating. Similarly, comparisons of the entries in the last
olumn of Table 2 corresponding to the two middle lines show
hat the surface radial heat flux produced by a constant surface
emperature is about twice that associated with mechanical dissi-
ation heating. This issue is important because several FSW heat

Table 3 Maximum reduced temperatures fo
�=170 N/ „s K…, �=69.7 mm2/s, TM=855.16 K,

Ref.
R

�mm�
Rs

�mm�
D

�mm�
H

�mm�
V

�mm/s�
�

�1 /s

�5� 3.175 9.5 5.5 6.4 2.0 41.89
�6� 6.0 25.0 12.0 12.7 1.59 66.71
�9� 3.0 12.0 6.4 6.4 2.33 52.36
�13� 2.6 12.0 6.4 6.4 2.22 36.02
ransfer models represent the heating as a specified heat source.

ournal of Heat Transfer
This does not capture the fact that increasing temperature pro-
duces reduced yield stress and, thus, reduced heating. The present
model is able to capture this phenomenon and suggests that a
constant heat flux model may overestimate the temperature varia-
tion.

It is of interest to compare the predictions of the present sim-
plified model with available experimental results. Table 3 presents
comparisons of observed and predicted peak reduced temperatures
for four typical configurations �for AA 6061-T6 FSW� discussed
in previously cited literature. The material properties of AA 6061-
T6, used in calculations, are given and the value of �0,0 was ob-
tained by tuning the model to predict temperatures in the FSW
range. Columns 8–10 show the values of intermediate quantities
calculated based on the workpiece dimensions and process param-
eters displayed in Columns 2–7.

Columns 11 and 12 contain respective predicted peak reduced
temperatures obtained from the series solution �given by Eq. �60��
and the corresponding one term solution. Column 13 presents es-
timates of the maximum reduced temperatures inferred from the
results discussed in each of the sources cited. Maximum tempera-
tures were not reported and had to be estimated based on available
tables and figures.

It can be seen from Table 3 that the series solution is quite
accurate in predicting the peak reduced temperatures �with a
maximum error of about 5% for the configuration of Chen and
Kovacevic �9��. The one term solution is also acceptable �with a
maximum error of about 7% for the configuration of Chen and
Kovacevic �9�� but exhibits slightly greater errors overall.

5 Parametric Studies
It is of interest to investigate the sensitivity of the mechanical

dissipation heating model to the values of the parameters P, 	, and
B. It was found using Eqs. �3�, �27�, and �34�–�37� and informa-
tion given in previously cited literature that respective representa-

ypical configurations involving AA 6061-T6
�0,0=65.12 N/mm2

f P 	

�T−T�� / �TM −T��

Predicted

Obs.Series One term

5.289 0.091 1.0 0.79 0.80 0.81
2.337 0.137 0.0753 0.98 1.00 0.94
0.844 0.1002 0.436 0.90 0.92 0.86
4.178 0.0828 0.6467 0.86 0.87 0.84

Fig. 10 Circumferential reduced temperature distributions for
mechanical dissipation heating „„—… series solution and „�…
r t
and

�

1
1
1

one term solution with P=0.1, B=0.001, and ε=1.0…
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ive ranges for these parameters are �0.1, 0.6�, �0.05, 1.0�, and
0.0, 0.003�. In addition, it is of interest to establish the range of
pplicability of the one term solution described by Eq. �60�, since
t is a direct generalization of the classical moving line source
olution. The remainder of this section presents results pertinent to
hese issues.

Figures 10 and 11 are representative of the sensitivity of the
odel to B. Comparing Figs. 10 and 11 reveals a very moderate

ensitivity to the Biot number. In both simulations, the one term
olution is observed to be quite accurate, exhibiting a maximum
rror of about 0.8% occurring at the pin surface in Fig. 10.

The sensitivity of model predictions to the value of 	 is illus-
rated by Figs. 12 and 13. Here, the sensitivity is significant. The
imulation for the smaller value of 	 presented in Fig. 12 is illus-
rative of qualitative �as well as quantitative� inaccuracy of the
ne term solution for 	�1. While the maximum quantitative in-
ccuracy is on the order of 5%, the one term solution is qualita-
ively in error by predicting temperatures in excess of the melting
emperature. This, of course, is physically impossible �and, there-
ore, the one term solution has been terminated upon reaching the
elting temperature in Fig. 12 and subsequent similar figures�.
he behavior for 	�1 closely resembles that for a constant tem-
erature pin, which the one term solution cannot capture. Figure
3 demonstrates that the accuracy of the one term solution im-
roves with increasing 	.

Figures 14–16 illustrate the effect of varying P for a fixed
ombination of 	 and B. Reduced temperatures corresponding to
he low end of the 	 range are shown in these figures. It can be
een that increasing P �increasing the welding speed� decreases
he reduced temperatures. The error in the one term solution in-

ig. 11 Circumferential reduced temperature distributions for
echanical dissipation heating „„—… series solution and „�…

ne term solution with P=0.1, B=0.003, and ε=1.0…

ig. 12 Circumferential reduced temperature distributions for
echanical dissipation heating „„—… series solution and „�…
ne term solution with P=0.1, B=0.002, and ε=0.05…

92101-8 / Vol. 130, SEPTEMBER 2008
creases significantly �especially at the pin surface� with increasing
Peclet number.

Similar results to those depicted in Figs. 14–16 were obtained
for values of 	 in the middle and high ends of the realistic range.
These simulations �which are not presented graphically� con-
firmed the trends discussed in connection with Figs. 14–16 but
showed that these trends become less pronounced as P increases.
In particular, the accuracy of the one term solution was found to
improve markedly as 	 increases.

6 Conclusion
The three-dimensional FSW heat transfer problem was reduced

to a 2D problem by averaging the governing equation and bound-
ary conditions over the thickness of the workpiece and by replac-
ing various pin tool configurations with a simplified pin only con-
figuration. The workpiece was assumed to be infinite to facilitate
closed form solutions. Mechanical dissipation heating was mod-
eled as a function of the workpiece yield stress, thus implicitly
treating it as a function of the material’s melting temperature.

A closed form solution to the corresponding boundary value
problem was obtained, which involved an infinite set of tridiago-
nal algebraic equations which had to be truncated and solved nu-
merically. It was found that only a moderate number of equations
had to be retained to achieve accurate results for all parametric
combinations considered. A one term truncation was found to
emerge from the assumption of P�1, which represented a gener-
alization of the classical quasistatic moving line source solution to
FSW. The series solution contained the constant pin temperature
and constant pin heat flux configurations as special cases. The
mechanical dissipation heating solution was used to estimate peak

Fig. 13 Circumferential reduced temperature distributions for
mechanical dissipation heating „„—… series solution and „�…

one term solution with P=0.1, B=0.002, and ε=1.0…

Fig. 14 Circumferential reduced temperature distributions for
mechanical dissipation heating „„—… series solution and „�…
one term solution with P=0.1, B=0, and ε=0.15…
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educed temperatures for typical configurations available in litera-
ure and was found to predict remarkably accurate solutions for
he cases considered.

A large number of simulations were carried out using the closed
orm solution. A selected sample of these was presented graphi-
ally for illustrative purposes. Some interesting conclusions based
n these simulations are as follows.

First, the case of constant pin temperature produces a surface
adial heat flux that is about twice of that associated with me-
hanical dissipation heating while the case of constant pin heat
ux produces a pin surface temperature about twice that of me-
hanical dissipation heating. This suggests that care should be
sed when using simplified boundary conditions in FSW simula-
ions �as has been done by several investigators who employed the
onstant pin heat flux model�.

Second, the model appears to be considerably less sensitive to
�which characterizes external convection� than to P and 	

which, respectively, characterize the pin tool welding speed and
pin rate�. Increasing either of these parameters decreases the tem-
eratures.

Third, the one term solution is most accurate for small Peclet
umbers and larger 	. It is believed that this approximation, be-
ause of its simplicity and the frequent occurrence of small Peclet
umbers in practice, is a useful tool for obtaining quick estimates
f FSW temperature distributions.

omenclature
� � workpiece thermal diffusivity

B0, BH � Biot numbers at top and bottom workpiece
surfaces

ig. 15 Circumferential reduced temperature distributions for
echanical dissipation heating „„—… series solution and „�…

ne term solution with P=0.3, B=0, and ε=0.15…

ig. 16 Circumferential reduced temperature distributions for
echanical dissipation heating „„—… series solution and „�…

ne term solution with P=0.5, B=0, and ε=0.15…
ournal of Heat Transfer
dA � differential area of workpiece surface
dp � power generated due to yield stress acting on

dA
D � depth of pin penetration
f � area correction factor

h0, hH � heat transfer coefficients at top and bottom
workpiece surfaces

H � workpiece thickness
� � workpiece thermal conductivity
P � Peclet number
p � power

qn � heat flux acting along n
Q � net heat input to the workpiece

�r ,� ,z� � polar cylindrical coordinates of a point in the
working domain

R � radius of the pin
Rb � radius of the bottom shoulder
Rs � radius of the top shoulder
�0 � workpiece yield stress

�0,0 � a fitting parameter
T � workpiece absolute temperature �or the thick-

ness averaged temperature�
T̄ � thickness averaged temperature �T̄=�0

HTdz /H�
TM � workpiece melting temperature
T� � ambient temperature
v � magnitude of the workpiece �tool� velocity, v

� � angular velocity of the tool

 � nondimensional radial coordinate �
=r /R�
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Modeling of the Adsorption
Kinetics and the Convection
of Surfactants in a Weld Pool
This paper presents a comprehensive three-dimensional, time-dependent model for simu-
lating the adsorption kinetics and the redistribution of surfactants at the surface and in
the bulk of a weld pool. A physicochemical approach that was included in this paper
allows the surfactant concentration at the surface and in the bulk to depart from its
thermodynamical equilibrium. The Langmuir equilibrium adsorption ratio was based on
the kseg coefficient of Sahoo et al. (1988, “Surface-Tension of Binary Metal—Surface-
Active Solute Systems Under Conditions Relevant to Welding Metallurgy,” Metall. Trans.
B, 19B, pp. 483–491) and was finally used for calculating fluid flow and heat transfer in
gas tungsten arc welding of a super duplex stainless steel, SAF 2507. In this study, the
authors applied the multicomponent surfactant mass transfer model to investigate the
effect of the influence of sulfur and oxygen redistribution in welding of a super duplex
stainless steel. �DOI: 10.1115/1.2946476�

Keywords: surfactant, GTA welding, thermocapillary, mell flow, simulation
Introduction
Surface tension in liquid metals is one of the important physi-

ochemical properties in understanding various interfacial phe-
omena. Moreover, it has been well established that the surface
ension force �Marangoni flow� in gas tungsten arc �GTA� welding
s identified as the main driving force that dominates the flow
ehavior in the weld pool and determines the shape and penetra-
ion of the solidified weld pool �1,2�.

The surface tension of a liquid metal is considerably decreased
y the adsorption of surface active elements that are known to be
resent in large concentrations at the surface �3,4�. Depending on
he surfactant contents, the sign of surface tension coefficient
� /�T can be changed at a certain temperature. This change in the
ign of the temperature coefficient of surface tension has signifi-
ant implications in several practical systems �5�.

In liquid metals, surface tension has been proven to depend
onsiderably on the adsorption of surface-active elements such as
ulfur, oxygen, and nitrogen. An early work of Szyszkowski in
908 showed the effect of surface-active elements in liquid metals
ased on an empirical relation between the molality of the solu-
ion and the surface tension of the pure solvent. In 1976, Belton
6� used a combination of the Gibbs and Langmuir adsorption
sotherms to develop a similar relation that described the surface
ension of a liquid metal in the presence of a surface-active ele-

ent. Sahoo et al. �1� included the temperature dependence of the
urface tension for the pure metal in Belton’s work in order to
emonstrate how the temperature coefficient of surface tension
hanged with both temperature and composition of surface-active
lements such as oxygen or sulfur. Up to now, many weld pool
imulation models were based on the research of Sahoo et al. �9�.
he surfactant concentration was presupposed to be constant at

he equilibrium state during the simulation on those models
7–10�.

In addition to the free surface tension studies, several investi-
ators �11,12� studied the interaction between surfactant physico-
hemistry and fluid mechanics in a semi-infinite bubble progres-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 16, 2007; final manuscript re-
eived March 3, 2008; published online July 9, 2008. Review conducted by Ben Q.

i.

ournal of Heat Transfer Copyright © 20
sion model. Their researches focused on the effect of the motion at
the surface at the leading end of the bubble on the redistribution of
the surfactant. A steady nonequilibrium surface concentration
transport equation was introduced. Winkler et al. �2� applied the
physicochemical approach to the redistribution of sulfur at the
surface and in the bulk for a time-dependent axisymmetric weld
pool. With the inclusion of the redistribution of surfactant at the
surface, the simulation results were claimed to better adapt to the
experimental weld pool shapes. Recently, Winkler and Amberg
�13� improved their model to include the redistribution of surfac-
tants on a ternary Fe–S–O system of stainless steel type 304.

It has been shown that in stainless steel melts, the presence of
surface-active elements such as oxygen and sulfur greatly influ-
enced the surface tension of the alloys �5,14�. Keene et al. �14�
used the levitated drop technique to study the surface tension on
the Fe–S–O ternary system. Recently, Divakar et al. �15� used the
sessile drop technique to measure the surface tension of liquid
Fe–C–S–O alloys. Both of them agree well, and those results are
used in this calculation.

In this paper, first a review of the results of the previous studies
considering only sulfur redistribution is given. Furthermore, we
seek to develop a more complex three-dimensional model that is
capable of simulating the surfactant transport in a multicomponent
system. However, in this paper, considering the relative impor-
tance of the surface-active elements in the present material and the
increasing computational effort, only the Fe–S–O system is inves-
tigated.

2 Mathematical Modeling
The present mathematical model is an extension of our previous

models. It was developed based on the three-dimensional, time
dependent model of heat and momentum transfer �16� and ex-
tended the simple redistribution of the surfactant model on a bi-
nary system, Fe–S �17�. As in previous models we also consider
the buoyancy, electromagnetic and surface tension forces, and the
effect of the moving heat source. The motion of the melt is thus
described by the Navier–Stokes equations by considering the liq-
uid metal as an incompressible Boussinesq liquid,
� · u = 0 �1�

SEPTEMBER 2008, Vol. 130 / 092102-108 by ASME
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= −
1

�
� p + � · „����u� + ��u�T�… + S �2�

here u is the fluid velocity of melt, Us is the moving speed of
rc; p is the pressure; � and � are the melt density and the kine-
atic viscosity; S is the source term that includes the Lorentz

orce, the natural convection, etc. More details about the model
or source term S can be found in Ref. �16�. The energy conser-
ation is expressed as follows:

DT

Dt
−

��UsT�
�y

= ��T +
L*

�Cp

� ��

�t
−

��Us��
�y

� �3�

here T is the temperature, � is the thermal diffusivity, Cp is the
pecific heat, L* is the latent heat of fusion, and � is the fraction
f volume occupied by melt �18�; � has a value of 0 in the solid
egion and 1 in the completely moten region. The two terms con-
aining Us appear as a result of the coordinate transformation �16�.

At the upper surface of the workpiece, in the weld pool area,
he surface tension gradient enters as a boundary condition for
hear stress on the free surface �index s indicates a surface gradi-
nt operator�,

����u� + ��u�T� · n = �s� =
��

�T
· �sT �4�

here � is the dynamic viscosity of the fluid and �� /�T is the
emperature coefficient of surface tension. �� /�T will be com-
uted following the Gibbs and Langmuir adsorption isotherm
heory, which will be presented in the following section.

The heat input from the arc was simulated, and heat losses due
o evaporation, convection, and radiation were considered. The
eat flux distribution at the top was supposed to be Gaussian and
ould be expressed by the following equation:

qGauss =
3Q

�ra
2 exp�−

3�x2 + y2�
ra

2 � �5�

here Q=EI	 is the total heat input, with the arc voltage E, the
lectric current I, and the arc efficiency 	, and ra is the effective
adius of heat distribution. The evaporation heat flux was com-
uted according to �19�

qevap = Whfg �6�

here qevap denotes the evaporation heat flux and hfg is the heat of

Surface

Arc

Oxygen molecule

Sulfur molecule

Adsorption / Desorption

Bulk convection & difsusion

Fig. 1 Modeling multicomponent su
vaporation. W is obtained by using

92102-2 / Vol. 130, SEPTEMBER 2008
W = exp„A1 + log�patm� − 0.5 log�T�… �7�

Here A1 is a constant varying slightly for the different species of
the material to be treated and patm is the vapor pressure as ob-
tained from �19�

log�patm� = 6.121 −
18.836

T
�8�

The radiative qrad and convective qconv heat losses can be calcu-
lated by using

qrad = 
b��T4 − Ta
4� �9�

and

qconv = hc�T − Ta� �10�

where 
b is the Stefan–Boltzmann constant, � the emissivity of
steel, hc the convection heat transfer coefficient, expressing the
convective heat exchange between the top surface and the envi-
ronment, and Ta the ambient temperature. The complete thermal
boundary condition at the top surface then becomes

− k
�T

�z
= − qGauss + qevap + qrad + qconv �11�

Here, k is the thermal conductivity. The sidewalls and the bottom
of the plate are assumed isothermal at the ambient temperature
Ta=288 K due to the use of a cooled copper plate. The Neumann
boundary condition n ·�T=0 is applied on the remaining faces of
the plate: symmetry, inlet, and outlet faces.

2.1 Surfactant Mass Transfer. In order to study the surfac-
tant phenomena at the surface of the weld pool, we used the mixed
kinetic-diffusion model �20� where the weld pool is subdivided
into three regions: the surface, the subsurface, and the bulk. The
surface is supposed to be a Langmuir monolayer �21�, forming a
layer that is only one molecule or atomic diameter in thickness.
The subsurface layer is an important aspect of kinetic models
where this acts as an adsorption/desorption barrier that prevents
the surfactant from adsorbing to the surface and vice versa �22�. In
this model, the surfactant diffuses from the bulk to the subsurface
layer by the same diffusion equation as in the bulk. However,
once in the subsurface layer, the surfactant is not instantaneously
adsorbed at the interface. Only those molecules that possess en-
ergy greater than a specified adsorption barrier will be able to

vection & diffusion

Surface layer diffusion

Subsurface phase

Surface layer

Bulk phase

ctant mass transfer in the weld pool
con
adsorb, �12,23,24�. An illustration of the physicochemical mecha-
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isms in a weld pool can be seen in Fig. 1.
In the absence of motion, the surfactant adsorbed along the

urface layer establishes an equilibrium surface concentration �eq.
he strength of the attraction of the adsorbed atom/molecule to

he surface depends on the nature and the strength of the interac-
ion between the atom and the surface. There are two types of
dsorption: chemical and physical adsorption. In chemical adsorp-
ion, the atoms are strongly attracted to the surface and form
hemical bonds. In physical adsorption, the atoms are weakly at-
racted due to van der Waals interactions.

In fact, there is a strong convection in the weld pool. With this
onvection, the molecules in the bulk and the surface regions are
edistributed due to convection and diffusion. Viewing Fig. 1
gain, there are two convective patterns in opposite directions.
hese appeared at the surface layer as two opposite flows. They

ransfer the molecules in the subsurface phase and at the surface
ayer toward the stagnation point and cause a higher concentration
f the surfactant in that region.

The extension from a binary to a ternary system was achieved
y a superposition of two binary systems �25�. Keene et al. pro-
osed that the effects of oxygen and sulfur on the surface tension
n the iron alloy are essentially additive �14�. With a strong con-
ection present at the surface of the weld pool, a nonequilibrium
urface concentration � develops and is determined by surface
onvection and diffusion for each surfactant of the species i �26�
rom the equation

��i

�t
+ �s · ��ius� =

1

Pes,i
�s

2�i + ji
n �12�

here �s is a surface gradient operator, us is the surface velocity,
es,i=U�L /Ds is the surface Péclet number, which relates surface
onvection rates U� to surface diffusion rates Ds,i, L is the length
cale, and ji

n is the mass flux to the surface. In the mixed kinetic-
iffusion model, the bulk and the surface region are connected via
he mass flux ji

n from a sublayer, which occurs in a two-step serial
rocess. The first step involves diffusion of surfactant from the
ulk. In this case, ji

n is provided by Fick’s law

ji
n = − Dm,i�n · ��Ci �13�

ere, Dm,i is the bulk diffusion coefficient of the surfactant in the
iquid material and Ci is the surfactant concentration in the bulk.
he second step involves an adsorption to and desorption from the

ree surface. In this step, the most popular model is based on the
angmuir adsorption kinetics theory �12,24�,

ji
n = k,iCs,i��,i�1 −

�i

��,i
� − k�,i�i �14�

ere, ��,i is the upper bound on the surfactant concentration for
onolayer adsorption. The adsorption rate, the first term on the

ight hand side, is the first order in bulk concentration that is
djacent to the surface, Cs,i. The desorption rate, the second term,
s proportional to the surface concentration �i. The rate coeffi-
ients k� and k could be computed if the potential adsorption and
esorption barrier � and �� exists �27�,

k� = f��v̄�exp�−
��

RT
� �15�

k = f�v̄�exp�−
�

RT
� �16�

here v̄ is the mean velocity of the surfactant molecules and RT is
he product of the ideal gas constant and the absolute temperature.
ince the values of �� and � are not available from experiments,
e use the value of the ratio of k� /k together with the condition

f the adsorption rate and the desorption rate at the equilibrium
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state for the computation of Eq. �14� �13�.
The multicomponent mass transfer equation for the surfactant

in the bulk liquid is written as follows:

�Ci

�t
+ �u · ��Ci =

1

Pem,i
�2Ci �17�

where Pem,i=U�L /Dmi
is the bulk Péclet number, which relates

the convection rate to the diffusion rate, Dm,i. The following
boundary conditions complete the bulk transport formulation at
the top surface of the weld pool. For the bottom face and the
sidewall of the workpiece, the following Neumann boundary con-
ditions are used for Eq. �17�:

n · �Ci = 0 �18�

At the top surface of the weld pool, the mass flux in the surface
transport equation �Eq. �12�� is given by the adsorption-desorption
flux in Eq. �14�. Equations �13� and �14� provide this coupling as
a boundary condition on Eq. �17�.

In this model, the surface concentration equation �Eq. �12��
becomes a two-dimensional equation, with Neumann boundary
conditions applied at the symmetry axis and the outer upper edge
of the workpiece,

n · �s�i = 0 �19�

2.2 Thermodynamics of Adsorption. The surface concentra-
tion, �, directly modifies the surface tension by the surfactant
equation of state, �= f���. In general, the equation of state is a
nonlinear function where increasing � reduces �. The most sig-
nificant relation in surface thermodynamics is the Gibbs adsorp-
tion equation for the variation of surface tension � with the tem-
perature and with the adsorption at the surface of chemical species
i �25�,

d� = − SdT − �
i=1

n

�id�i = − SdT − RT�
i=1

n

�id�ln C� �20�

where S is the entropy per unit volume and �i is the chemical
potential of chemical species i. The purpose of the ideal adsorp-
tion isotherm that is applied in a monolayer model is to relate the
surfactant concentration in the bulk and the adsorbed amount at
the surface. There are a number of equations that can be used, but
the Langmuir isotherm equation is the most common.

As introduced by Langmuir, at the equilibrium stage, the rate of
the change in � due to adsorption and desorption is equal. Thus,
the equilibrium adsorption isotherm relating �eq is obtained as

�i = ��,i� kL,iCs,i

1 + kL,iCs,i
� �21�

Here, the adsorption number kL,i is the Langmuir equilibrium ad-
sorption ratio kL,i=k,i /k�,i.

From Eqs. �21� and �20�, the surface tension equation of state
can be written in two equivalent ways, the Szyszkowski equation
�Eq. �22�� and the Frumkin equation �Eq. �23��,

� = �eq − RT�
i=1

n

��,i ln�1 + kL,iCi� �22�

� = �eq + RT�
i=1

n

��,i ln�1 −
�i

��,i
� �23�

where �eq is the surface tension of pure melt at the melting point.
Belton �6� and Belton and Hunt Medalist �28� applied the same

combination of the Gibbs and Langmuir adsorption isotherms and
pointed out that for the ideal adsorption and the monolayer model,
the value of the adsorption coefficient for a liquid metal might be
related to the surface tension through the presence of a surface-

active element ai
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� = �eq − RT�
i=1

n

��,i ln�1 + Kseg,iai� �24�

here the equilibrium constant for segregation Kseg is obtainable
rom Eq. �25�, kl is a constant related to the entropy of segrega-
ion, and �H0 is the standard heat of adsorption,

Kseg,i = kl,i exp�−
�H0,i

RT
� �25�

By comparing Eqs. �22� and �24�, we could find a relation be-
ween the Langmuir equilibrium adsorption ratio kL,i and the equi-
ibrium constant for segregation Kseg,i,
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kL,i =
ai

Ci
Kseg,i = Cf ,iKseg,i �26�

where Cf ,i is a factor converting from bulk concentration to mass
percent, are the unit of activity element ai. Thus, kL,i is now de-
pendent on the temperature. The dependence on temperature of
the Langmuir equilibrium adsorption ratio of sulfur and oxygen is
shown in Figs. 2 and 3. There is also a comparison that was used
in Refs. �2,17� with a constant value of the ratio of k� /k �see
Figs. 5 and 8�.

At thermodynamic equilibrium, the surface tension equation of
state with constant coefficients �A, Kseg,i� was computed from ex-
perimental data in �5�
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kα/kβ=3.42

rature [K]

adsorption ratio of sulfur, kL,S
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� = �eq − AdT − RT�
i=1

n

�� ln�1 + Kseg,iai� �27�

r

� = �eq − AdT − RT�
i=1

n

�� ln�1 + kL,iCi� �28�

ere, A is the negative of d� /dT for pure metals.

2.3 Numerical Modeling. In the present work, an automatic
enerated code �29� has been used for solving the equations de-
cribed in the mathematical modeling section. This code could be
pplied in a three-dimensional domain and for time dependent
roblems. Before we could solve the bulk and the surface concen-
ration equations, the set of continuity, momentum, and energy
quations need to be solved by using the numerical model that
as presented in our previous work �16�. Since we have the up-
ated values for u�x ,y ,z� and T�x ,y ,z�, the bulk concentration
eld C�x ,y ,z� and the surface concentration field ��x ,y ,z� can be
alculated by solving Eqs. �17� and �12�. A fully implicit method
as been adopted for the bulk and surface equations. The two
inearized algebraic systems are solved using a preconditioned
eneralized minimal residual method �GMRES�. We also used a
treamline-diffusion method �30� in order to increase the stability
f the convective terms in Eqs. �17� and �12�.

At each time step, the bulk concentration C and the surface
oncentration � in Eqs. �17� and �12� were solved using an itera-
ive procedure. At a new time step, initial values are set to previ-

us time step values ��̃k, C̃k�; then the following iterative system
as solved:

�̃k+1 − �n

�t
+ �s · ��̃k+1us

n� = Ds�s
2�̃k+1 + jn �29�

C̃k+1 − Cn

�t
+ � · �C̃k+1un� = Dm�2C̃k+1 �30�

here k is the index of iteration level. �t is the time step. Equa-
ions �29� and �30� are repeated until

��̃k+1 − �̃k� � � and �C̃k+1 − C̃k� � � �31�

uring the calculations presented here, we used �=10−8, and the

alues at the new time step n+1 are �n+1= �̃k+1 and Cn+1= C̃k+1.
In the current work, a finite element adaptive mesh refinement
ethod has been used. An error criterion function was applied to

ontrol the mesh. The initial coarse mesh size was chosen to be
=2 mm. h=0.5 mm was chosen for the surface around the weld
ool. This mesh size is sufficient for a smooth solution of the
emperature at the top surface in order to compare with the ex-
erimental data. The error criterion function shall force the mesh

y

z

x

Fig. 4 An adaptive mesh
t the top surface of the weld pool to be refined to the finest
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resolution that is allowed, h=0.03375 mm. We found a mesh in-
dependent solution if the minimum mesh size was kept below h
=0.03375 mm. The size of this mesh is typically 200,000 nodes
and 1,000,000 elements �see Fig. 4�.

3 Results and Discussion
In this study, simulations of GTA welding of an SAF-2507

stainless steel were carried out. The simulations of weld pools
with two different moving speeds of the heat source have been
done and used to compare with the experimental data. The physi-
cal properties of SAF-2507 are listed in Table 1 and the chemical
compositions are listed in Table 2. The experimental setting can
be found in Ref. �17�. Here, the authors present only the simula-
tion with two different speeds �Us=100 mm min−1 and Us
=100 mm min−1� and the same welding conditions �I=100 A, U
=10.2 V, and 	=65%�.

The weld pool shape of stainless steel is sensitive to many
parameters that control the heat transfer and fluid flow in the
liquid pool. Most of them are well known, and the values can be
calibrated with experimental data, such as current, voltage, and
weld speed. In a moving GTA weld pool, the Marangoni convec-
tion pattern on the pool surface has been widely accepted as the
principal mechanism for weld shape variations in stainless steel.
The results in terms of the weld pool shape depend on different
quantities of minor elements, such as sulfur, oxygen, and sele-
nium.

An overview of the numerical results for two different cases are
shown in Table 3. A comparison of the experimental and previous
numerical results with only sulfur as a main surfactant in the weld
pool is available as well. In Fig. 5, the experimental and numerical
results for the weld pool shape and fluid flow at the greatest width

Table 1 Physical properties of SAF 2507 stainless steel

Physical property Value

Density of liquid metal, � �kg m−3� 7800
Liquidus temperature, Tliq �K� 1672
Kinetic viscosity, � �m2 s−1� 6.81�10−7

Thermal conductivity, k �W m−1 K−1� 20
Thermal diffusivity, � �m2 s−1� 4.5�10−6

Specific heat, Cp �J kg−1 K−1� 600
Latent heat of fusion, L* �J kg−1� 256739
Electrical conductivity, 
e ��−1 m−1� 7.14�105

Emissivity of steel, � 0.7
Heat transfer coefficient, hc �W m−2 K−1� 20
Heat of evaporation, hfg �kJ kg−1� 6500
Constant for evaporation model, A1 2.52
Constant in the surface tension coefficient, A �N m−1 K� 4.3�10−4

Constant related to entropy of segregation for sulfur, kl,S 3.18�10−3

Constant related to entropy of segregation for oxygen,
kl,O

1.38�10−2

Surface excess at saturation of sulfur, ��,S �mol m−2� 1.3�10−5

Surface excess at saturation of oxygen, ��,O �mol m−2� 2.03�10−5

Standard heat of adsorption for sulfur, �HS
o �J mol−1� −1.66�10+5

Standard heat of adsorption for oxygen, �HO
o �J mol−1� −1.46�10+5

Surface S diffusivity, Ds,S �m2 s−1� 1.7�10−8

Surface O2 diffusivity, Ds,O �m2 s−1� 2.3�10−9

Bulk S diffusivity, Dm,S �m2 s−1� 3.18�10−8

Bulk O2 diffusivity, Dm,O �m2 s−1� 4.33�10−8

Table 2 Chemical compositions of SAF-2507 „wt %…

C N Cr Ni S Si Mn Cu O

0.016 0.29 25.3 7.09 0.001 0.21 0.89 0.25 0.002
SEPTEMBER 2008, Vol. 130 / 092102-5
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osition of the weld pool, at y=1 mm behind the arc, are pre-
ented. The y axis is the direction of the motion of the arc, the z
xis points from the surface downward and the x axis is the trans-
erse axis. Figure 5�B� shows results obtained using the same
odel as in �Ref. �17��, only accounting for sulfur redistribution.
eanwhile, Fig. 5�A� shows the numerical solution of the present
odel. The shape of the weld pool obtained by this model showed
slightly better agreement with the experimental result than the

revious one. The inward motion at the stagnant point in Fig. 5�A�
s stronger and clearer than that in Fig. 5�B�, which makes the
eriphery of the weld pool come close to the experimental shape.
he new solution for the weld pool width and depth are 4.7 mm
nd 0.82 mm in comparison with the previous solutions of
.8 mm and 0.83 mm and experimental results of 4.5 mm and

able 3 Summary of welding results on SAF 2507 stainless
teel. Welding conditions: I=100 A, U=10.2 V, and �=65%.

Us=100 mm min−1 Us=200 mm min−1

Multi Single Expt. Multi Single Expt.

ool width �mm� 5.8 6.1 5.8 4.7 4.8 4.5
ool depth �mm� 1.2 1.2 1.3 0.82 0.83 0.82
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Fig. 5 The numerical and the experimental cross section o

bution model. „C… Experimental result. Welding conditions: Us
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0.82 mm, respectively. Note that the oxygen content in this mate-
rial is extremely small, 0.002 wt %, to compare with the other
material type 304 stainless steel �9�, where it was 0.0063 wt %.
Therefore the surface tension is here rather insensitive to the oxy-
gen surfactant. Later, by reducing the welding speed to Us
=100 mm s−1, we can see a clearer effect of the oxygen distribu-
tion on the surface tension force, Fig. 8.

In Fig. 6, the numerical results for the surface concentration at
the upper surface of the workpiece were taken at different times
t=1 s, 2 s, and 3 s. The arc moving speed in this case was Us
=200 mm min−1. The nominal values for sulfur and oxygen were
used for the initial values of the bulk and surface concentrations.
With aS=0.001%, aO=0.002%, the bulk concentrations at the
equilibrium state were Ceq,S=2.4 mol m−3 and Ceq,O
=9.6 mol m−3. The surface concentration is computed using Eq.
�21�. Here, the Langmuir equilibrium adsorption ratio kL is a func-
tion of temperature and is at the chosen initial stage of kL

=kL�T�	T=Tliq
. Thus, the initial surface concentrations are �S

0

=9.15�10−6 mol m−2 and �O
0 =1.03�10−5 mol m−2.

Obviously, the distribution of the surface concentration be-
comes asymmetric along the y-axis due to the effect of the moving
heat source. The highest values occurred at the stagnant line
where two counteracting motions, the inward and the outward
motion, meet. The maximum value of the surface concentration at

1 2 3
m]

90
011

00

11
00

1300

13
00

13
00

15
00

15
00

1 2 3
m]

80
0

90
0

11
00

11
00

11
00

1300

13
00

13
00

15
00

15
00

m]
1 2 3

(A)

(B)

(C)

e weld pool. „A… Multicomponent model. „B… Sulfur redistri-
−1
0
[m

0
[m

[m
0

f th

=200 mm min , I=100 A, U=10.2 V, and �=65%.

Transactions of the ASME



t

t

c

J

hese stagnant lines appears at the trailing end and could be quan-

ified by a nondimensional value of �̃S
max=1.217 for the sulfur
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Here, �̃i=�i /�i
0. The temperature at this stagnant line is around

1902–1955 K. At this temperature, the sulfur activities that cor-
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0.0013 wt % and aO
max=0.0025 wt %. A profile in the y direction

hrough the center, at the top surface of the weld pool, can be seen
n Fig. 7.

In this calculation, the nondimensional Péclet numbers Pe
U�L /D for the bulk concentration and the surface concentration
quations were computed based on the thermocapillary velocity
cale. Pem,S=8.35�106, Pes,S=2.12�107, Pem,O=1.14�106, and
es,O=2.13�108. Here, the thermocapillary velocity scale is U�
��� /�T� / ��T /��=72.32 m s−1. Note however that as is usual in

hermocapillary problems, the thermocapillary velocity scale over-
stimates the actual maximal velocity.

The numerical results and the experimental micrograph of the
eld pool with the welding speed Us=100 mm min−1 are pre-

ented in Fig. 8. Similar to the result above, the new numerical
esult showed a better agreement with the experimental result. It is
bvious that the counter-clockwise rotating vortex increased in
omparison with the previous result �Fig. 8�B��. It was due to the
dditional high surface concentrations of oxygen and sulfur near
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Fig. 7 The evolution of the surface concentration w
he stagnation lines. The weld pool width and depth that were
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computed from the present model were 5.8 mm and 1.2 mm in
comparison with the previous solution and experimental results of
6.1 mm and 1.2 mm, and 5.8 mm and 1.3 mm, respectively.

The surface concentration at the upper surface of the workpiece
is plotted in Fig. 9. An accumulation of sulfur and oxygen mol-
ecules are observed near the stagnation line. The maximum sur-

face concentrations after 3 s were �̃O
max=1.209 and �̃S

max=1.187. It
corresponds to an oxygen activity of aO

max=0.0026 wt % and a
sulfur activity of aS

max=0.0012 wt %. After 3 s of welding, we
observed the steady stage solution for the shape of weld pool and
also for the concentration of the surfactants at the surface.

4 Conclusions
The authors have developed a three-dimensional mathematical

model considering surfactant mass transfer in a multicomponent
system. The physicochemical model has been adapted to existing
equations that were used in our previous studies �16,17�. This
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nterface to determine the weld pool shape. The surfactant redis-
ributions at the free surface and in the bulk of the weld pool are
etermined by convection, diffusion, and sorption equations. In
his system, sulfur and oxygen were chosen as representative sur-
actants. Instead of the constant Langmuir equilibrium adsorption
atio that was used in the previous model, it is now dependent on
he temperature and can be computed from the experimental data
f Ref. �5�.

A comparison of the numerical and experimental results on
TA welding on SAF-2507 stainless steel has been presented. The
eld pool shapes obtained from the simulation of welds are very
ell matched with the experimental weld pool shape.

omenclature
C � bulk concentration, mol m−3

Cp � specific heat, J kg−1 K−1

E � arc voltage, V
�H0 � standard heat of adsorption

I � welding current, A
L* � latent heat of fusion, J kg−1

Pe � bulk Péclet number, dimensionless
Pes � surface Péclet number, dimensionless
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Fig. 8 The numerical and experimental cross sections of th
tion model. „C… Experimental result. Welding conditions: Us
Q � total heat input

ournal of Heat Transfer
Us � welding speed, m s−1

R � gas constant
T � temperature, K
i � species of the surfactant

hc � heat transfer coefficient
hfg � heat of evaporation
kL � Langmuir equilibrium adsorption ratio
kl � constant related to the entropy of segregation
k� � coefficient of the desorption rate
k � coefficient of the adsorption rate
p � pressure

patm � atmospheric pressure
qconv � convective heat loss
qevap � evaporation heat flux

qGauss � heat flux from the arc
qrad � radiative heat losses

ra � effective radius of heat distribution
u � velocity, m s−1

us � surface velocity, m s−1

� � thermal diffusivity, m2 s−1

� � fraction of volume occupied by melt,
dimensionless
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	 � arc efficiency
� � surface tension, N m−1

�� /�T � coefficient of surface tension
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b � Stefan–Boltzmann constant
� � emissivity of steel
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� � potential adsorption barrier
� � surface concentration, mol m−2

�̃ � surface concentration, dimensionless
�� � surface concentration at saturation, mol m−2

�eq � equilibrium surface concentration, mol m−2

� � density, kg m−3
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Slip Flow Heat Transfer in
Annular Microchannels With
Constant Heat Flux
Microscale fluid dynamics has received intensive interest due to the emergence of micro-
electromechanical systems technology. When the mean free path of the gas is comparable
to the channel’s characteristic dimension, the continuum assumption is no longer valid
and velocity slip and temperature jump may occur at the duct walls. Slip flow heat
transfer in annular microchannels has been examined. The effects of velocity slip and
temperature jump on the hydrodynamically and thermally fully developed heat transfer
characteristics for laminar flow have been studied analytically. The analysis is carried
out for both uniform wall heat flux on one wall, adiabatic on the other wall, and uniform
wall heat flux on both walls. The results indicate that the slip flow Nusselt numbers are
lower than those for continuum flow and decrease with an increase in Knudsen number
for most practical engineering applications. The effects of Knudsen number, radius ratio,
and heat flux ratio on heat transfer characteristics are discussed, respectively.
�DOI: 10.1115/1.2946474�

Keywords: slip flow, annular microchannels, heat transfer
Introduction

Fluid flow in microchannels has emerged as an important re-
earch area. This has been motivated by their various applications
uch as medical and biomedical use, computer chips, and chemi-
al separations. The advent of microelectromechanical systems
MEMSs� has opened up a new research area where noncon-
inuum behavior is important. MEMSs refer to devices that have a
haracteristic length of less than 1 mm but greater than 1 �m,
hich combine electrical and mechanical components and which

re fabricated using integrated circuit fabrication technologies.
Microchannels are the fundamental part of microfluidic sys-

ems. In addition to connecting different devices, microchannels
re also utilized as biochemical reaction chambers, in physical
article separation, in inkjet print heads, in infrared detectors, in
iode lasers, in miniature gas chromatographs, or as heat exchang-
rs for cooling computer chips. Nominally, microchannels may be
efined as channels whose characteristic dimensions are from
�m to 1 mm. Typical applications may involve characteristic

imensions in the range of approximately 10–200 �m. Generally,
bove 1 mm the flow exhibits behavior that is the same as con-
inuum flows. The annular cross section is one useful channel
hape and has potential practical applications in MEMS. Under-
tanding the heat transfer characteristics of annular microchannel
ows is very important.
The Knudsen number �Kn� relates the molecular mean free path

f gas to a characteristic dimension of the duct. Knudsen number
s very small for continuum flows. However, for microscale gas
ows where the gas mean free path becomes comparable with the
haracteristic dimension of the duct, the Knudsen number may be
reater than 10−3. Microchannels with characteristic lengths on
he order of 100 �m would produce flows inside the slip regime
or gas with a typical mean free path of approximately 100 nm at
tandard conditions. The slip flow regime to be studied here is
lassified as 10−3�Kn�10−1.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 30, 2007; final manuscript re-
eived February 15, 2008; published online July 8, 2008. Review conducted by

atish G. Kandlikar.

ournal of Heat Transfer Copyright © 20
2 Literature Review

Rarefaction effects must be considered in gases in which the
molecular mean free path is comparable to the channel’s charac-
teristic dimension. The continuum assumption is no longer valid
and the gas exhibits noncontinuum effects such as velocity slip
and temperature jump at the channel walls. Traditional examples
of noncontinuum gas flows in channels include low-density appli-
cations such as high-altitude aircraft or vacuum technology. The
recent development of microscale fluid systems has motivated
great interest in this field of study. Microfluidic systems must take
into account noncontinuum effects. There is strong evidence to
support the use of Navier–Stokes and energy equations to model
the slip flow problem, while the boundary conditions are modified
by including velocity slip and temperature jump at the channel
walls.

The small length scales commonly encountered in microfluidic
devices suggest that rarefaction effects are important. For ex-
ample, experiments conducted by Pfalher et al. �1,2�, Harley et al.
�3�, Choi et al. �4�, Arkilic et al. �5,6�, Wu et al. �7�, and Araki et
al. �8� on the transport of gases in microchannels confirm that
continuum analyses are unable to predict flow properties in mi-
crosized devices.

Arkilic et al. �5,6� investigated helium flow through microchan-
nels. The results showed that the pressure drop over the channel
length was less than the continuum flow results. The friction co-
efficient was only about 40% of the theoretical values. The sig-
nificant reduction in the friction coefficient may be due to the slip
flow regime, as according to the flow regime classification by
Schaaf and Chambre �9�, the flows studied by Arkilic et al. �5,6�
are mostly within the slip flow regime, only bordering the transi-
tion regime near the outlet. When using the Navier–Stokes equa-
tions with a first-order slip flow boundary condition, the slip
model with full tangential momentum accommodation fits the ex-
perimental data well.

Maurer et al. �10� conducted experiments for helium and nitro-
gen flow in 1.14 �m deep 200 �m wide shallow microchannels.
Flowrate and pressure drop measurements in the slip and early
transition regimes were performed for averaged Knudsen numbers

extending up to 0.8 for helium and 0.6 for nitrogen. The authors

SEPTEMBER 2008, Vol. 130 / 092401-108 by ASME
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lso provided estimates for second-order effects and found the
pper limit of slip flow regime as the averaged Knudsen number
quals 0.3�0.1.

Aubert and Colin �11� studied slip flow in rectangular micro-
hannels using the second-order boundary conditions proposed by
eissler �12�. In a later study, Colin et al. �13� presented experi-
ental results for nitrogen and helium flows in a series of silicon

ectangular microchannels. The authors proposed that the second-
rder slip flow model is valid for Knudsen numbers up to about
.25.

A variety of researchers have attempted to develop second-
rder slip models that can be used in the transition regime. How-
ver, there are large variations in the second-order slip coefficient.
he lack of a universally accepted second-order slip coefficient is
major problem in extending Navier–Stokes equations into the

ransition regime �14�.
Slip flow heat transfer in circular tubes was investigated by

parrow and Lin �15�, Barron et al. �16�, Ameel et al. �17�, Lar-
ode et al. �18�, and Simek and Hadjiconstantinou �19�. Yu and
meel �20,21� and Tunc and Bayazitoglu �22� studied slip flow
eat transfer in rectangular microchannels. In these analyses both
niform wall temperature and uniform wall heat flux boundary
onditions were considered. Larrode et al. �18� provided an ana-
ytical solution for thermally developing flows in a circular tube
nder constant wall temperature. Yu and Ameel �20,21� investi-
ated thermally developing flows in rectangular microchannels for
oth constant wall temperature �20� and constant heat flux �21�
onditions. Local and fully developed Nusselt numbers were ob-
ained for hydrodynamically fully developed flow. Tunc and
ayazitoglu �22� performed an analytical study of convective heat

ransfer in a rectangular microchannel under constant heat flux.
he flow was assumed to be fully developed both thermally and
ydrodynamically. Convection heat transfer in annular macro-
hannels has been extensively investigated by numerical and ana-
ytical methods over the years �23�. However, no attempt has been

ade for solving the same problem in microchannels. With the
evelopment of microscale thermal fluid systems, there is a need
o investigate slip flow heat transfer in annular microchannels.

Theoretical Analysis
It is necessary to first examine the velocity problem since the

eat transfer analysis requires knowing velocity distributions. A
chematic of the annular duct section is provided in Fig. 1. When
he microchannels are long enough �L /Dh�1� and Reynolds
umber is relatively low, the momentum equation reduces to the
orm

��d2u

dr2 +
1

r

du

dr
� =

dp

dx
�1�

he velocity distribution must satisfy the slip boundary condition

ig. 1 A concentric circular annular duct with uniform wall
eat flux
t the walls. The local slip velocity is proportional to the local

92401-2 / Vol. 130, SEPTEMBER 2008
velocity gradient normal to the wall. The corresponding slip
boundary conditions are therefore

u = �
2 − �

�

du

dr
at r = b �2�

u = − �
2 − �

�

du

dr
at r = a �3�

where � is the molecular mean free path. The constant � denotes
tangential momentum accommodation coefficient, which is usu-
ally between 0.87 and 1 �24�. Although the nature of the tangential
momentum accommodation coefficients is still an active research
problem, almost all evidence indicates that for most gas-solid in-
teractions the coefficients are approximately 1.0. Therefore, �
may be assumed to have a value of unity. The same procedure is
valid even if ��1, defining a modified Knudsen number as
Kn*=Kn�2−�� /�.

The characteristic length scale in the present analysis is defined
as the hydraulic diameter, such that

Kn =
�

Dh
=

�

2�a − b�
�4�

A solution of these equations yields

u = −
a2

4�

dp

dx�1 −
r2

a2 + 4�1 − ��
2 − �

�
Kn

−

��1 − �2��1 + 4
2 − �

�
Kn���1 − ��

2 − �

�
2Kn − ln

r

a
	

�1 − �2�
2 − �

�
2Kn − � ln � 


�5�

The mean velocity is found by integration of Eq. �5� across the
section of the duct:

ū =
1

A � udA =
1

��a2 − b2��
b

a

u2�rdr

= −
a2

8�

dp

dx�1 + �2 + 8��2 − � + 1�
2 − �

�
Kn

+

��1 − �2��1 + 4
2 − �

�
Kn�2

� ln � − 2�1 − �2�
2 − �

�
Kn  �6�

where �=b /a.
With the velocity solution, we may now consider the heat trans-

fer problem.

3.1 Uniform Wall Heat Flux on the Inner Wall, Adiabatic
on the Outer Wall (qi=q, qo=0). The starting point of the analy-
sis is the law of conservation of energy. For fully developed lami-
nar flow, the energy equation takes the form

�cpu
�T

�x
=

k

r

�

�r
�r

�T

�r
� �7�

For thermally fully developed flow with uniform wall heat flux,
�T /�x=dT /dx is a constant. From an energy balance on a length

of duct dx, it follows that
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q2�bdx = ���a2 − b2�ūcpdT �8�

olving for dT /dx and substituting into Eq. �7� gives

2qb

�a2 − b2�
u

ū
=

k

r

�

�r
�r

�T

�r
� �9�

ue to the effect of rarefaction, there is a temperature jump be-
ween the wall surface temperature Tw and the contiguous gas
emperature T. The appropriate boundary conditions are

dT

dr
= 0 at r = a �10�

T − Tw =
2 − �T

�T

2	

	 + 1

�

Pr

dT

dr
at r = b �11�

n which �T represents a thermal accommodation coefficient mea-
uring the extent to which the energies of molecules impinging on
surface are affected by contact with the surface. �T is usually

etween 0.32 and 1 �24� and close to unity for typical engineering
−1
urfaces, but it may reduce to the order of 10 for especially

n the inner wall, adiabatic on the outer wall

ournal of Heat Transfer
clean surfaces. Pr and 	 denote the Prandtl number and specific
heat ratio, respectively. With these boundary conditions, the tem-
perature distribution can be obtained. In order to determine the
local heat transfer coefficient and Nusselt number, the bulk tem-
perature Tb is needed and may be obtained as follows:

Tb =

�
b

a

2�ruTdr

�
b

a

2�rudr

�12�

After integration we can obtain the Nusselt number as

Nuii =
qiDh

k�Tw − Tb�
�13�

The solution requires several pages to show the complete Nusselt
number expression. It is very space consuming and therefore must
be omitted here. However, it is available from the authors upon
request. In the limit of Kn→0, Eq. �13� reduces to its continuum

flow solution:
Nuii =
144�� − 1���2 − 1�2��2 ln � − �2 + ln � + 1�2

�45�9 − 234�7 + 432�5 − 342�3 + 99� + 72��ln ��3 + �33�9 − 108�5 − 144�3 + 219���ln ��2 + �− 76�9 + 184�7 + 108�5 − 464�3 + 248��ln ��

�14�
Assuming �=1, �T=1, Pr=0.71, 	=1.4, we can obtain the re-
ationship of Nu and Kn. Figure 2 shows the variation of Nusselt
umbers for uniform wall heat flux on the inner wall, adiabatic on
he outer wall for annular ducts, where the Nusselt number data
ave been normalized with the continuum flow Nusselt number. It
s seen that the Nu /Nuc values decrease as the Knudsen number
ncreases for the same radius ratio. The Nu /Nuc values also de-
rease with a decrease in � for the same Kn. The fully developed
usselt numbers for different Knudsen numbers are presented in
able 1. It is noted that Eq. �13� reduces to its corresponding
ontinuum flow results �23� in the limit of Kn→0.

ig. 2 Variation of Nusselt number for uniform wall heat flux
3.2 Uniform Wall Heat Flux on the Outer Wall, Adiabatic
on the Inner Wall (qi=0, qo=q). For thermally fully developed
condition with uniform wall heat flux, from an energy balance on
a length of duct dx,

q2�adx = ���a2 − b2�ūcpdT �15�

Eliminating �T /�x from Eqs. �7� and �15� and rearranging

2qa

�a2 − b2�
u

ū
=

k

r

�

�r
�r

�T

�r
� �16�

Due to the effect of rarefaction, the appropriate boundary condi-
tions are

Table 1 Fully developed Nusselt numbers Nuii case „i… for dif-
ferent Knudsen numbers

b /a Kn*=0 Kn*=0.01 Kn*=0.04 Kn*=0.07 Kn*=0.1

0 
 
 
 
 

0.001 337.04414 51.58819 14.55661 8.47398 5.97672
0.01 54.01669 28.69024 11.87604 7.48470 5.46457
0.02 32.70512 21.33320 10.39371 6.86479 5.12490
0.04 20.50925 15.38538 8.75035 6.10532 4.68769
0.05 17.81128 13.82053 8.22319 5.84363 4.53139
0.06 15.93349 12.66667 7.80261 5.62800 4.40034
0.08 13.46806 11.06362 7.16737 5.29021 4.19083
0.10 11.90578 9.99206 6.70573 5.03512 4.02914
0.15 9.68703 8.38991 5.95260 4.60069 3.74676
0.20 8.49892 7.49106 5.49354 4.32437 3.56254
0.25 7.75347 6.91204 5.18291 4.13239 3.43250
0.30 7.24115 6.50739 4.95876 3.99143 3.33602
0.40 6.58330 5.98007 4.65823 3.79954 3.20353
0.50 6.18102 5.65372 4.46803 3.67676 3.11830
0.60 5.91171 5.43397 4.33869 3.59301 3.06018
0.70 5.72036 5.27750 4.24631 3.53339 3.01894
0.80 5.57849 5.16183 4.17839 3.49089 2.98868
0.90 5.46988 5.10665 4.12284 3.45118 2.95475
SEPTEMBER 2008, Vol. 130 / 092401-3
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dT
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= 0 at r = b �17�

T − Tw = −
2 − �T

�T

2	

	 + 1

�

Pr

dT

dr
at r = a �18�

ith these boundary conditions, the temperature distribution can
n the outer wall, adiabatic on the inner wall
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be obtained in the same manner as the previous case.
After integration the bulk temperature Tb using Eq. �12� we can

obtain the Nusselt number as

Nuoo =
qoDh

k�Tw − Tb�
�19�

As before the solution requires several pages to show the com-
plete Nusselt number expression. In the limit of Kn→0, Eq. �19�
reduces to its continuum flow solution:
Nuoo =
144�� − 1���2 − 1�2��2 ln � − �2 + ln � + 1�2

�− 99�8 + 342�6 − 432�4 + 234�2 − 45 + 72�8�ln ��3 + �− 219�8 + 144�6 + 108�4 − 33��ln ��2 + �248�8 − 464�6 + 108�4 + 184�2 − 76�ln ��

�20�
oreover, the limit of Eq. �19� that corresponds to a circular tube
or �→0 is

Nuoo =
qoDh

k�Tw − Tb�

=
48

11 + 128
2 − �

�
Kn + 384�2 − �

�
Kn�2

�1 + 8
2 − �

�
Kn�2 + 48

2 − �T

�T

2	

	 + 1

Kn

Pr

�21�

Assuming �=1, �T=1, Pr=0.71, 	=1.4, we can get the rela-
ionship of Nu and Kn. Figure 3 shows the variation of Nusselt
umbers for uniform wall heat flux on the outer wall, adiabatic on
he inner wall for annular ducts. It is seen that the Nu /Nuc values
ecrease as the Knudsen number increases for the same radius
atio. The Nu /Nuc values increase with a decrease in � for the
ame Kn. The fully developed Nusselt numbers for different
nudsen numbers are demonstrated in Table 2. It is seen that Eq.

19� reduces to its corresponding continuum flow results �23� in
he limit of Kn→0.

ig. 3 Variation of Nusselt number for uniform wall heat flux
3.3 Uniform Wall Heat Flux on Both Walls (qiÅ0, qoÅ0).
The corresponding boundary conditions are

− k
�T

�r
= qi, r = b �22�

k
�T

�r
= qo, r = a �23�

As the boundary conditions are nonhomogeneous, solutions for
these boundary conditions can be obtained by the principle of
superposition once the solutions for each boundary condition are
derived. Consider the problem as two components �1 and 2�:
Problem 1

�cpu
�T1

�x
=

k

r

�

�r
�r

�T1

�r
� �24�

The boundary conditions are

− k
�T1

�r
= qi, r = b �25�

Table 2 Fully developed Nusselt numbers Nuoo case „ii… for
different Knudsen numbers

b /a Kn*=0 Kn*=0.01 Kn*=0.04 Kn*=0.07 Kn*=0.1

0 4.36364 4.22916 3.76201 3.31123 2.92359
0.001 4.58657 4.27301 3.76998 3.31379 2.92445
0.01 4.69234 4.41098 3.81332 3.32884 2.92923
0.02 4.73424 4.46555 3.83847 3.33786 2.93144
0.04 4.77803 4.51708 3.86441 3.34621 2.93172
0.05 4.79198 4.53214 3.87177 3.34796 2.93083
0.06 4.80323 4.54373 3.87711 3.34882 2.92957
0.08 4.82070 4.56063 3.88403 3.34887 2.92642
0.10 4.83421 4.57269 3.88802 3.34770 2.92290
0.15 4.86026 4.59354 3.89256 3.34296 2.91414
0.20 4.88259 4.60981 3.89496 3.33840 2.90669
0.25 4.90475 4.62560 3.89787 3.33524 2.90100
0.30 4.92801 4.64233 3.90215 3.33379 2.89707
0.40 4.97917 4.68022 3.91551 3.33583 2.89394
0.50 5.03653 4.72413 3.93480 3.34352 2.89597
0.60 5.09922 4.77322 3.95897 3.35566 2.90194
0.70 5.16618 4.82649 3.98695 3.37121 2.91092
0.80 5.23654 4.88378 4.01949 3.38944 2.92227
0.90 5.30955 4.94356 4.05602 3.40928 2.93510
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�T1

�r
= 0, r = a �26�

roblem 2

�cpu
�T2

�x
=

k

r

�

�r
�r

�T2

�r
� �27�

he boundary conditions are

�T2

�r
= 0, r = b �28�

k
�T2

�r
= qo, r = a �29�

ue to the effect of rarefaction, there is a temperature jump be-
ween the wall surface temperature Tw and the contiguous gas
emperature T. In mathematical terms, the boundary conditions
re as follows:

T1 − Twi1 =
2 − �T

�T

2	

	 + 1

�

Pr

dT1

dr
at r = b �30�

T2 − Twi2 =
2 − �T

�T

2	

	 + 1

�

Pr

dT2

dr
at r = b �31�

T1 − Two1 = −
2 − �T

�T

2	

	 + 1

�

Pr

dT1

dr
at r = a �32�

T2 − Two2 = −
2 − �T

�T

2	

	 + 1

�

Pr

dT2

dr
at r = a �33�

pplying the principle of superposition

T = T1 + T2 �34�

Tb = Tb1 + Tb2 �35�

Twi = Twi1 + Twi2 �36�

Two = Two1 + Two2 �37�

he solutions of Problems 1 and 2 have been correspondingly
btained from the above cases ��i� and �ii��; therefore superposi-
ion of these solutions is the solution of the original problem. Nui
nd Nuo are evaluated at the inner and outer walls, respectively.
or convenience, we may define two parameters �i, �o,

�i =
Twi1 − Tb1

Twi1 + Twi2 − Tb1 − Tb2
�38�

Nui =
qiDh

k�Twi − Tb�
= Nuii�i �39�

�o =
Two2 − Tb2

Two1 + Two2 − Tb1 − Tb2
�40�

Nuo =
qoDh

k�Two − Tb�
= Nuoo�o �41�

he solutions for the Nui and Nuo are quite involved. The pro-
ram MAPLE was used to assist in the computation. It is extremely
pace consuming and therefore must be omitted here. However,
hey are available from the authors upon request.

Moreover, when qi=qo, the limit of Eqs. �39� and �41� that

orresponds to a parallel-plate channel for �→1 is

ournal of Heat Transfer
Nui = Nuo =
qDh

k�Tw − Tb�

=
140

17 + 336
2 − �

�
Kn + 1680�2 − �

�
Kn�2

�1 + 12
2 − �

�
Kn�2 + 140

2 − �T

�T

2	

	 + 1

Kn

Pr

�42�

Assuming �=1, �T=1, Pr=0.71, 	=1.4, we can obtain the re-
lationship of Nu and Kn. Figure 4 shows the variation of Nui for
uniform wall heat flux on both walls for annular ducts. It is seen
that the Nui /Nuic values decrease as the Knudsen number in-
creases for the same � and qi /qo. The Nui /Nuic values increase
with an increase in � for the same Kn and qi /qo. Figure 5 dem-
onstrates the effects of qi /qo for Nui for uniform wall heat flux on
both walls for annular ducts. The Nui /Nuic values increase with
an increase in qi /qo for the same Kn and �.

Figure 6 shows the variation of Nuo for uniform wall heat flux
on both walls for annular ducts. It is seen that the Nuo /Nuoc

Fig. 4 Variation of Nui for uniform wall heat flux on both walls

Fig. 5 Effects of qi /qo for Nui for uniform wall heat flux on

both walls
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alues decrease as the Knudsen number increases for the same �
nd qi /qo. The Nuo /Nuoc values increase with a decrease in � for
he same Kn and qi /qo. Figure 7 illustrates the effects of qi /qo for
uo for uniform wall heat flux on both walls for annular ducts.
he Nuo /Nuoc values decrease with an increase in qi /qo for the
ame Kn and �.

Now, we consider two special cases of specified constant wall
eat fluxes in order to compare with the available continuum flow
esults in the open literature �23�. Two special cases of specified
onstant wall heat fluxes are �A� constant and equal axial heat
uxes specified on both walls such that at any axial location the
eripheral wall temperatures are constant but different at the inner
nd outer walls; �B� constant but different wall heat fluxes speci-
ed on both walls such that at any axial location the peripheral
all temperatures at the inner and outer walls are constant and

qual. Note that the heat flux is specified as positive if the heat
ransfer is from the wall to the fluid. The fully developed Nusselt
umbers for both these cases are presented in Tables 3–6. A nega-
ive Nusselt number means that heat transfer takes place from the
uid to the wall. An infinite Nusselt number at the inner wall

ig. 6 Variation of Nuo for uniform wall heat flux on both walls

ig. 7 Effects of qi /qo for Nuo for uniform wall heat flux on

oth walls
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means Twi=Tb only and does not mean infinite heat flux. It is
noted that Eqs. �39� and �41� reduce to its corresponding con-
tinuum flow results �23� in the limit of Kn→0.

4 Results and Discussion
Due to the temperature jump boundary condition, the bulk gas

temperature of slip flow is lower than the gas temperature of con-
tinuum flow. The temperature jump is equivalent to a thermal
contact resistance between the wall and gas, while the slip veloc-
ity acts to decrease the thermal contact resistance. The velocity
slip and temperature jump bring about opposite effects on the
temperature difference between the gas and the wall; the velocity
slip tends to decrease the temperature difference between the gas
and the wall, while the temperature jump tends to increase the
difference. It is clear that the effects of velocity slip would tend to
increase the Nusselt number, while the temperature jump would
act to decrease the Nusselt number.

Larrode et al. �18� studied slip flow heat transfer in circular
tubes and Yu and Ameel �20,21� investigated slip flow heat trans-
fer in rectangular microchannels. They proposed that heat transfer
could be increased or decreased compared to continuum flow con-
ditions depending on � and Knudsen number, where � is defined
as

� =

2 − �T

�T

2	

	 + 1

1

Pr

2 − �

�

�43�

and includes all of the parameters associated with the gas and wall
interaction.

Actually, only when � and Knudsen number are very small
�such as ��0.3 for parallel plates and ��0.8 for circular tubes�
does it appear possible for the effects of velocity slip to win out
over the opposite effects of the temperature jump and thus make a
Nusselt number greater than the continuum flow value. In other
words, when the tangential momentum accommodation coeffi-
cient is significantly smaller than thermal accommodation coeffi-
cient, the Nusselt number will be greater than the continuum flow
value. However, for practical engineering applications, it is ex-
tremely difficult to realize and heat transfer is always reduced

Table 3 Fully developed Nusselt numbers at the inner walls
Nui case „iii-A… for different Kn

b /a Kn*=0 Kn*=0.01 Kn*=0.04 Kn*=0.07 Kn*=0.1

0 0 0 0 0 0
0.0001 −7.222 −7.775 −12.753 −36.118 43.424
0.001 −7.507 −8.045 −13.262 −40.165 38.867
0.01 −8.912 −9.826 −17.639 −133.195 23.535
0.02 −10.270 −11.593 −23.670 161.919 17.945
0.04 −13.269 −15.695 −48.714 36.963 13.153
0.05 −15.055 −18.300 −85.684 28.059 11.847
0.06 −17.128 −21.500 −270.336 23.046 10.871
0.08 −22.569 −30.941 97.476 17.540 9.494
0.10 −31.036 −49.601 44.947 14.545 8.558
0.15 −128.740 228.507 21.509 10.804 7.129
0.20 88.712 42.656 15.302 8.999 6.307
0.25 37.359 25.680 12.394 7.922 5.765
0.30 25.166 19.267 10.695 7.201 5.378
0.40 16.555 13.786 8.779 6.290 4.860
0.50 13.111 11.316 7.720 5.734 4.525
0.60 11.248 9.905 7.045 5.358 4.291
0.70 10.077 8.989 6.576 5.087 4.118
0.80 9.272 8.348 6.229 4.881 3.984
0.90 8.684 7.867 5.960 4.716 3.875
1.00 8.235 7.501 5.755 4.590 3.791
when slip flow occurs.
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For small �, the velocity slip dominates and heat transfer is
nhanced. At large �, the temperature jump dominates and heat
ransfer is weakened. When the temperature jump at the wall is
eglected ��=0�, in other words, only the velocity slip at the wall
s considered, the Nusselt number increases with an increase in
nudsen numbers. The same results were found by several re-

earchers �16,17,19–21�. Ignoring temperature jump will lead to
ignificant overprediction of heat transfer.

Conclusion
This paper investigated slip flow heat transfer in annular micro-

hannels with constant heat flux under hydrodynamically and
hermally fully developed condition. The analysis is carried out
or both uniform wall heat flux on one wall, adiabatic on the other
all, and uniform wall heat flux on both walls. The results indi-

ate that the slip flow Nusselt numbers are lower than those for
ontinuum flow and decrease with an increase in Knudsen number

Table 4 Fully developed Nusselt numbers a

b /a Kn*=0 Kn*=0.01 Kn*

0 
 

0.0001 4051.526 59.989 15
0.001 563.701 55.171 14
0.01 91.097 37.065 13
0.02 55.320 29.525 12
0.04 34.772 22.595 10
0.05 30.209 20.627 10
0.06 27.026 19.131 9.
0.08 22.833 16.988 9.
0.10 20.162 15.505 8.
0.15 16.334 13.204 8.
0.20 14.253 11.853 7.
0.25 12.924 10.953 7.
0.30 11.993 10.302 7.
0.40 10.764 9.418 6.
0.50 9.979 8.837 6.
0.60 9.429 8.423 6.
0.70 9.020 8.111 6.
0.80 8.701 7.864 5.
0.90 8.446 7.665 5.
1.00 8.235 7.501 5.

able 5 Fully developed Nusselt numbers at the outer walls
uo case „iii-A… for different Kn

/a Kn*=0 Kn*=0.01 Kn*=0.04 Kn*=0.07 Kn*=0.1

4.364 4.229 3.762 3.311 2.924
.0001 4.526 4.235 3.763 3.312 2.924
.001 4.589 4.276 3.772 3.315 2.926
.01 4.721 4.438 3.834 3.345 2.941
.02 4.792 4.519 3.880 3.369 2.956
.04 4.894 4.625 3.947 3.409 2.980
.05 4.937 4.666 3.974 3.426 2.991
.06 4.977 4.705 4.000 3.442 3.001
.08 5.052 4.774 4.047 3.472 3.021
.10 5.122 4.839 4.090 3.500 3.040
.15 5.288 4.988 4.190 3.566 3.085
.20 5.449 5.130 4.284 3.630 3.129
.25 5.608 5.270 4.377 3.692 3.172
.30 5.767 5.409 4.468 3.753 3.215
.40 6.089 5.689 4.649 3.875 3.300
.50 6.419 5.973 4.831 3.995 3.385
.60 6.759 6.263 5.013 4.115 3.468
.70 7.109 6.561 5.197 4.235 3.550
.80 7.472 6.864 5.380 4.354 3.632
.90 7.847 7.188 5.571 4.472 3.712
.00 8.235 7.501 5.755 4.590 3.791
or most practical engineering applications. Only when � are very

ournal of Heat Transfer
small is it possible for the effects of velocity slip to override the
opposite effects of the temperature jump and thus make a Nusselt
number greater than the continuum flow value. The effects of
Knudsen number, radius ratio, and heat flux ratio on heat transfer
characteristics are discussed, respectively.
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Nomenclature
A � flow area, m2

a � outer radius of a concentric annular duct, m
b � inner radius of a concentric annular duct, m

cp � specific heat at constant pressure, J/kg °C
D

e inner walls Nui case „iii-B… for different Kn

04 Kn*=0.07 Kn*=0.1 qi /qo


 
 

8.675 6.077 847.448
8.565 6.021 114.141
7.970 5.718 17.348
7.573 5.509 10.236
7.054 5.230 6.206
6.866 5.127 5.319
6.706 5.038 4.703
6.447 4.893 3.893
6.243 4.777 3.379
5.878 4.567 2.642
5.630 4.421 2.240
5.448 4.314 1.981
5.307 4.229 1.798
5.102 4.106 1.551
4.957 4.018 1.389
4.849 3.951 1.272
4.764 3.899 1.182
4.695 3.856 1.110
4.638 3.820 1.050
4.590 3.791 1.000

Table 6 Fully developed Nusselt numbers at the outer walls
Nuo case „iii-B… for different Kn

b /a Kn*=0 Kn*=0.01 Kn*=0.04 Kn*=0.07 Kn*=0.1 qi /qo

0 4.364 4.229 3.762 3.311 2.924 

0.0001 4.781 4.468 3.945 3.450 3.030 847.448
0.001 4.939 4.595 4.019 3.503 3.070 114.141
0.01 5.251 4.926 4.205 3.624 3.154 17.348
0.02 5.404 5.084 4.307 3.690 3.199 10.236
0.04 5.603 5.279 4.438 3.775 3.257 6.206
0.05 5.679 5.351 4.488 3.807 3.279 5.319
0.06 5.747 5.415 4.531 3.836 3.298 4.703
0.08 5.865 5.523 4.604 3.884 3.331 3.893
0.10 5.967 5.616 4.666 3.924 3.359 3.379
0.15 6.182 5.807 4.790 4.005 3.413 2.642
0.20 6.363 5.966 4.891 4.070 3.456 2.240
0.25 6.524 6.104 4.976 4.124 3.492 1.981
0.30 6.672 6.230 5.052 4.171 3.524 1.798
0.40 6.941 6.455 5.185 4.253 3.577 1.551
0.50 7.185 6.657 5.300 4.323 3.622 1.389
0.60 7.414 6.844 5.405 4.386 3.662 1.272
0.70 7.631 7.020 5.501 4.442 3.698 1.182
0.80 7.840 7.185 5.591 4.495 3.731 1.110
0.90 8.040 7.348 5.676 4.545 3.762 1.050
1.00 8.235 7.501 5.755 4.590 3.791 1.000
t th

=0.



.159
.829
.144
.094
.804
.357
988
406
962
196
696
338
067
680
413
216
064
941
850
755
h � hydraulic diameter, =4A / P
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0

h � local fully developed heat transfer coefficient,
W /m2 °C

Kn � Knudsen number, =� /Dh
Kn* � modified Knudsen number, =Kn�2−�� /�

k � thermal conductivity, W/m °C
L � channel length, m

Nu � fully developed Nusselt number
Nuc � fully developed Nusselt number for continuum

flow
P � perimeter, m

Pr � Prandtl number, �cp /k
p � pressure, N /m2

qi � inner wall heat flux per unit area, W /m2

qo � outer wall heat flux per unit area, W /m2

r � radical coordinate, m
T � temperature, K

Tw � wall temperature, K
Tb � bulk temperature, K
u � velocity, m/s
ū � average velocity, m/s
x � axial coordinates, m

reek Symbols
� � dimensionless variable
	 � ratio of specific heats
� � dimensionless radius ratio, =b /a
� � molecular mean free path, m
� � dynamic viscosity, N s /m2

 � kinematic viscosity, m2 /s
� � gas density, kg /m3

� � tangential momentum accommodation
coefficient

�T � thermal accommodation coefficient

ubscripts
c � continuum
i � inner walls
o � outer walls
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Thin Film Phonon Heat
Conduction by the Dispersion
Lattice Boltzmann Method
Numerical simulations of time-dependent thermal energy transport in semiconductor thin
films are performed using the lattice Boltzmann method applied to phonon transport. The
discrete lattice Boltzmann Method is derived from the continuous Boltzmann transport
equation assuming nonlinear, frequency-dependent phonon dispersion for acoustic and
optical phonons. Results indicate that the heat conduction in silicon thin films displays a
transition from diffusive to ballistic energy transport as the characteristic length of the
system becomes comparable to the phonon mean free path and that the thermal energy
transport process is characterized by the propagation of multiple superimposed phonon
waves. The methodology is used to characterize the time-dependent temperature profiles
inside films of decreasing thickness. Thickness-dependent thermal conductivity values are
computed based on steady-state temperature distributions obtained from the numerical
models. It is found that reducing feature size into the subcontinuum regime decreases
thermal conductivity when compared to bulk values, at a higher rate than what was
displayed by the Debye-based gray lattice Boltzmann method. �DOI: 10.1115/1.2944249�

Keywords: conduction, phonon, lattice Boltzmann, thermal conductivity
ntroduction
The past decades have seen the development of advanced inte-

rated circuit fabrication techniques that allow increasingly higher
umbers of individual components to be built within microchips.
s the characteristic lengths of individual components of elec-

ronic devices are reduced, following the trend dictated by
oore’s law, the ability to model thermal energy transport effects

n those devices has turned out to be increasingly important. At
uch small length scales �currently in the order of tens of nanom-
ters�, the continuum media assumption breaks down, and it is
herefore necessary to consider the physics of energy transport at
more fundamental level than what is done in macroscale, which
asically implies taking into account the different energy carriers
ssociated with specific materials. In crystalline semiconductor
olids, materials of great interest to the microelectronics industry,
he main energy carriers are phonons, which are quantized lattice
ibrations. Thermal modeling of electronic devices has tradition-
lly been based on the Fourier equation of heat conduction, which
s valid only when the characteristic length of the device is larger
han the phonon mean free path by at least one and desirably more
rders of magnitude and when the time scale of the process is
uch longer than the phonon relaxation time. It is now well es-

ablished that a conventional analysis of heat transport based on
ourier’s equation leads to erroneous results when the mean free
ath of the heat carriers becomes comparable to or larger than the
haracteristic length of the domain of interest �1�. In addition, the
ourier equation assumes an instantaneous heat propagation,
hich leads to significant errors in the thermal predictions as the

ime scale of interest becomes comparable to or smaller than the
elaxation time of the heat carriers �2�. Current transistor technol-
gy, for example, is yielding devices with channel lengths within

1Present address: Faculty of Applied Science and Engineering, 35 St. George
treet, Room 170, Toronto, ON M5S 1A4, Canada.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 16, 2007; final manuscript received
ecember 7, 2007; published online July 10, 2008. Review conducted by Jayathi
urthy. Paper presented at the 2007 ASME-JSME Thermal Engineering Conference

nd Summer Heat Transfer Conference �HT2007�, Vancouver, BC, Canada, July

–12, 2007.

ournal of Heat Transfer Copyright © 20
the 90 nm technology node, and even smaller transistors �65 nm
technology node� are in development phase as of 2005 �3�. It is
clear from this that phonon transport in submicron semiconductor
structures is likely to be within the subcontinuum regime and also
that more accurate and consistent models for phonon transport are
therefore needed in order to accurately model the thermal re-
sponse of such devices.

For short time scales, on the order of the phonon relaxation
time and length scales much larger than the phonon mean free
path, the Cattaneo equation is developed from the Boltzmann
transport equation �BTE�. However, both the Cattaneo and Fourier
equations are special limiting cases of the BTE, and as such, they
either lack accuracy or require extensive computational efforts.
Additionally, it is beyond their ability to simulate a multilength
and multitime scale phenomenon as required for a successful ther-
mal simulation of microelectronic devices.

The BTE with the single relaxation time approximation can be
used to accurately simulate energy transport in the subcontinuum
regime, as long as the particle assumption for the heat carriers is
valid, that is, whenever the time scale is longer than the collision
time characteristic of a scattering event and when the characteris-
tic length is larger than the phonon wavelength, �. However, when
the characteristic length of the system is on the order of �, we can
no longer assume a particle nature for phonons and will have to
resort to performing a molecular dynamics analysis of the prob-
lem. Moreover, extensive computational effort is required to solve
the BTE since it involves multiple variables descriptive for space,
time, and momentum or velocity space.

Based on this, we consider the transport of thermal energy in
microelectronic components a very important subject of study, for
which an existing adequate theoretical background coming from
the solid-state physics is available, and allows describing its fun-
damentals. In what follows, we will first describe the lattice Bolt-
zmann method �LBM� applied to heat conduction in crystalline
semiconductor solids, introducing the use of nonlinear phonon
dispersion. Then, a discussion on thermal conductivity and pho-
non relaxation times will be presented. Following this, results will
be presented for both thin film heat conduction and size-

dependent thermal conductivity.
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ispersion Lattice Boltzmann Method for Phonon
ransport
The LBM is a discrete development of the BTE, which can be

sed to simulate energy transport problems within the applicabil-
ty range of the BTE. Recent efforts in LBM implementation have
een based on the Debye model, resulting in what has been called
he gray LBM. The gray LBM �4–7� considers a linear dispersion
elation, from which only a single frequency-independent phonon
ropagation speed can be computed. However, it is widely known
hat phonon dispersion relations in crystalline semiconductors are
onlinear and that different phonon polarizations exist for multi-
tomic crystalline structures, such as silicon. The nonlinear dis-
ersion relations translate into frequency-dependent phonon pa-
ameters, such as propagation speed, energy density, mean free
ath, and relaxation time. It is, therefore, desirable to consider
onlinear dispersion in order to accurately predict phonon trans-
ort in crystalline semiconductors.

The dispersion model is an attempt to avoid simplified models
nd assumptions such as the Einstein, Debye, and semigray �8�
odels since all of them restrict the full use of the nonlinear

ispersion relations in one way or another. This model considers
ll phonon polarizations and modes, without restricting the con-
ributions of any of them, and allows the BTE to govern the phys-
cs of the energy transport process without simplifying assump-
ions. Starting with the dispersion relations, the dispersion model
rst discretizes the frequency spectrum by dividing it in a number
f frequency bands, each one exhibiting a particular phonon
ropagation speed. Simultaneously, a lattice Boltzmann kinetic
quation �LBKE� is solved for each discrete frequency band at
ach discrete time step. Total energy density is found by a proper
ntegration of the frequency-dependent energy density, and the
hysics of phonon transport in each frequency band is coupled to
ll other bands via a common lattice temperature and an appropri-
te expression for the frequency-dependent relaxation times.

Phonon propagation speed, density of state, energy density, and
eat capacity are computed as functions of phonon polarization
nd frequency. We use the dispersion relations presented by Doll-
ng �9� for silicon in the �100� direction, which, having a diatomic
rystal structure, displays both acoustic and optical, longitudinal
nd transverse phonon polarizations. There are two degenerate
ransverse modes for both acoustic and optical polarizations �de-
oted as TA and TO�, and one longitudinal mode per phonon
ranch �denoted as LA and LO�. The phonon propagation speed
an be computed from the dispersion relations as the first deriva-
ive of phonon frequency with respect to phonon wave number
10�. From this, it was found that LA phonons propagate with the
astest speeds ranging from almost 9000 m /s to slightly above
000 m /s. Transverse acoustic phonons are slower, but they ex-
ibit a greater range of speeds, from about 7000 m /s to almost
ero. Traditionally, optical phonons have been considered too
low to effectively contribute to thermal transport, and therefore,
everal approaches model them by entirely neglecting the propa-
ation speed on the grounds that it is sufficiently close to zero �as
n the Einstein, semigray, and Narumanchi �11� models�. How-
ver, as we have found, longitudinal optical phonons have a
ropagation speed ranging from 4000 m /s to almost zero, which
s comparable to the propagation speed of acoustic phonons, both
A and TA. It was found that TO phonons also posses a range of
ropagation speeds from about 1200 m /s to almost zero, although
t could be argued that these speeds are negligible when compared
o the fastest propagating modes of LA phonons. It is our intent to
olve simultaneous BTEs for all phonon polarization modes,
hich, in our view, is a more fundamental approach than those
reviously described. Eliminating the common assumption of zero
ropagation speed for optical phonons allows us to consider a
ore accurate physical modeling of the phonon transport process.
The phonon energy density can be computed from an adequate

anipulation of the phonon dispersion relations. The energy den-
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sity for a polarization p can be written as the frequency integral of
the product between Planck’s constant, phonon frequency, phonon
distribution function, and phonon density of states as

ep =�
��p

��pfD���pd�p �1�

Here, the phonon distribution function is given by the solution of
the BTE with appropriate boundary conditions. Under equilibrium
conditions, the phonon distribution function is given by the Bose–
Einstein equilibrium distribution,

f0 =
1

e���/kBT� − 1
�2�

The total phonon energy density, which is a function of tempera-
ture, can be computed as the sum of the contributions from all
phonon branches, or

eT = �
p

ep = eLA + 2eTA + eLO + 2eTO �3�

The next step in the setup of the dispersion model is the dis-
cretization of the frequency spectrum for all phonon branches and
modes. This essentially means that the continuous dispersion re-
lation is divided into discrete frequency bands of prescribed band-
width ��. The total number of frequency bands for each phonon
branch and mode is determined by the accuracy of the solution, in
a way similar to how spatial meshes are refined until a mesh-
independent solution is achieved. It is important to note that since
every phonon branch and mode has a different frequency range,
the discretization of each frequency spectrum will likely have dif-
ferent bandwidths. Once the frequency spectrum is discretized and
each discrete frequency band is determined, a band-averaged pho-
non propagation speed is found by using

��� =
1

��
�

��

����d� �4�

which applies to each frequency band for all phonon branches and
modes. One important consequence of discretizing the frequency
spectrum is that it directly affects the LBM site-to-site transport
restriction. Since this restriction relates the length of the site-to-
site distance �also known as lattice distance� to the magnitude of
the discrete time step, or �x=ci�t, we observe that for different
discrete propagation speeds we will either have different lattice
spacings or different time step magnitudes. In our approach, the
time step is fixed to a sufficiently small value compared to the
phonon relaxation time, thus allowing acceptable temporal accu-
racy for all frequency bands. As a consequence, the lattice spacing
for each band is different and given by the site-to-site transport
restriction. Therefore, another main characteristic of the disper-
sion LBM is that it solves simultaneous LBKEs for each discrete
frequency bands, each one having its own spatial discretization.
The numerical integration necessary to find the phonon energy
density at a given position within the spatial domain requires the
use of an interpolation scheme every time step since the lattice
sites for different discrete frequency bands do not necessarily co-
incide at the same location. In consequence, there will be as many
different spatial discretizations as frequency bands times the num-
ber of phonon branches and modes. After performing spatial re-
finement studies, results are independent of frequency spectrum
discretization when using 51 frequency bands for each phonon
branch and mode.

Derivation of the LBKE. The LBKE for the dispersion model
can be directly derived from a BTE form, under the relaxation
time approximation, expressed in terms of the phonon distribution
As mentioned, all relevant phonon parameters are frequency de-
pendent. The derivation that follows applies to a single frequency

band, but it is at the same time valid for any and all frequency
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ands in the discretized frequency spectrum. We start from the
TE expressed in a phonon distribution function form, which is

�f

�t
+ v · �f =

f0 − f

�
�5�

here f is the phonon distribution function, f0 is the equilibrium
honon distribution function, v the frequency-dependent phonon
ropagation speed, and � is the frequency-dependent phonon re-
axation time. The first derivatives of the phonon distribution
unction with respect to time and space can be discretized as

�f

�t
=

f�x,t + �t� − f�x,t�
�t

�6�

�f

�x
=

f�x + �x,t + �t� − f�x,t + �t�
�x

�7�

Introducing the directionality subscript i in order to account for
honon propagation in a discrete lattice direction, then denoting
he frequency-dependent discrete phonon propagation speed along
he discrete direction i as ci, and substituting Eqs. �6� and �7� into
he BTE expression given by Eq. �5�, we obtain

f i�x,t + �t� − f i�x,t�
�t

+ ci

f i�x + �x,t + �t� − f i�x,t + �t�
�x

=
f i

0�x,t� − f i�x,t�
�

�8�

rom the site-to-site transport restriction, we select a time step/
attice spacing relation given by �x=ci �t, where �t is fixed and
oth �x and ci are frequency dependent and thus have specific
alues for each discrete frequency band. This leads to the expres-
ion

f i�x + �x,t + �t� − f i�x,t� =
�t

�
„f i

0�x,t� − f i�x,t�… �9�

earranging this equation and defining a weight factor Wi=�t /�,
here �t is the time step, we can write the LBKE that governs the

cattering and propagation of phonons in the lattice as

f i�x + ci�t,t + �t� = �1 − Wi�f i�x,t� + Wifi
0�x,t� �10�

he total phonon distribution function is the sum of discrete pho-
on distributions along all discrete lattice directions D,

f�x,t� = �
i=1

D

fi�x,t� �11�

he equilibrium phonon distribution function in this case is com-
uted directly from the Bose–Einstein distribution, where the fre-
uency value is given by the band-averaged frequency of each
requency band, and the temperature is the total lattice tempera-
ure, the computation of which is described in the next section.

For multidimensional structures, the methodology is similar. In
D problems, a particular D2Q9 lattice is used and an LBKE �as
n Eq. �10�� is solved for every frequency band at each time step.

numerical interpolation is then used to compute phonon distri-
ution functions. Then, Eq. �1� is used to compute the phonon
nergy density at the point of interest, from which a temperature
an be computed as explained in previous sections. Again, inter-
olation is used to compute phonon equilibrium distribution func-
ions in the lattice sites corresponding to the spatial discretization
or each frequency band. Reference �12� can be consulted for
etails regarding an application of LBM to 2D structures.

Boundary Conditions: Prescribed Temperature Level. The
irichlet boundary condition �corresponding to a constant pre-

cribed temperature level, which can also be a function of space
nd time� uses the Bose–Einstein distribution to find the phonon

istribution function corresponding to the desired temperature

ournal of Heat Transfer
level. In this expression, thermodynamic equilibrium is assumed
at the boundary and, therefore, all the discrete phonon distribution
functions along any discrete lattice direction have the same value
and are given by

f i =
1

D

1

e���j/kBT� − 1
�12�

where � is Planck’s constant divided by 2�, kB the Boltzmann
constant, T the lattice temperature, the subscript i the discrete
lattice propagation direction of interest, the subscript j the band-
averaged frequency for the jth discrete frequency band, and D the
total number of discrete propagation directions in the lattice. A
detailed algorithm for the dispersion LBM has been presented
elsewhere �13�.

On Thermal Conductivity Computations. When considering
a gray phonon transport model �5–7�, the phonon mean free path,
relaxation time, heat capacity, and thermal conductivity can be
related by means of the kinetic theory of gases formula given by

k = 1
3C�� �13�

where C is the heat capacity, v is the phonon propagation speed,
and � is the phonon mean free path. Normally, bulk values for
both the thermal conductivity and heat capacity are found in the
literature for a range of temperatures, and the phonon propagation
speed can be easily computed from the application of the Debye
assumption. This makes the computation of the phonon mean free
path relatively straightforward and, as a result, a Knudsen number
is well defined and unique for a given system. In contrast, the
dispersion LBM considers the thermal conductivity to be the sum
of contributions from all phonon branches, contributions that are
defined as integrals over the frequency spectrum as

k = �
p
�

�

C���
2 ��d� �14�

where � is the phonon frequency, C� is the frequency-dependent
heat capacity, v� is the frequency-dependent phonon propagation
speed, �� is the frequency-dependent phonon relaxation time, and
p indicates the different phonon branches. In this case, no straight-
forward mathematical relation for �� exists, and thus, it cannot be
extracted from Eq. �14�. Instead, phonon relaxation must be pre-
viously known in order to compute the value of thermal conduc-
tivity. The problem is then to find suitable phonon relaxation time
expressions that can allow us to compute an accurate prediction of
bulk thermal conductivity.

Traditionally, researchers have tried to predict phonon relax-
ation times by considering the different types of scattering events
to which phonons are subject. Phonon scattering events can be
divided into two categories: elastic scattering by lattice imperfec-
tions, where the incident phonon energy or frequencies are not
changed, and inelastic scattering by phonon-phonon collisions.
Effective phonon relaxation time values are obtained from a com-
bination of all known phonon scattering mechanisms. This effec-
tive relaxation time can be computed by assuming that the scat-
tering processes are independent and do not interact with each
other. This assumption, although not exactly exact for inelastic
scattering, can be implemented by using the Matthiessen rule.

Expressions for each type of phonon relaxation time or scatter-
ing rate can be found in several sources from the literature. For
example, Callaway �14� developed his analysis based on the De-
bye model. This analysis does not distinguish between longitudi-
nal and transverse polarizations and only gives good agreement
with experimental data at temperatures below and around the tem-
perature at the maximum value of thermal conductivity, but not at
higher temperatures. Holland �15� extended the work of Callaway
by incorporating the contributions of longitudinal and transverse
phonons and using different forms for the phonon relaxation

times, which result in better agreement with experimental data

SEPTEMBER 2008, Vol. 130 / 092402-3
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han what Callaway’s approach was able to obtain. However, in
he Callaway and Holland models, there is no analytical method
or predicting the values of the arbitrary constants used, and there-
ore closure of the model depends on fitting these parameters to
reviously existing experimental data. It has been argued �16,17�
hat the successful fits of experimental data in these models result
rom the application of proper arbitrary fitting constants and not
rom an accurate physics model. Moreover, this approach is only
uitable for materials whose thermal properties are known. If that
s the case, the experimental thermal conductivity values can be
sed to validate the scattering rate models �again by proper fitting
f constants�. Unfortunately this approach cannot be utilized for
aterials of unknown thermal properties since then there would

e no way of properly adjusting the fitting constants.
Another shortcoming of the Debye-derived methods

14,15,18,19� results from neglecting the contribution of optical
honons. Both longitudinal and transverse optical phonons are
onfined to a narrow range on the frequency spectrum. This has
ed to the simplification presented in the Einstein model, in which
oth modes are collapsed into a linear dispersion curve of constant
requency. Optical modes have been modeled as to display slow
ropagation speeds, and at first, the Einstein model �which assigns
hem zero speed, that is, purely capacitive properties� seemed to
e appropriate, especially in view of the extensive computational
fforts required to solve a BTE that considers nonlinear dispersion
or all acoustic and optical modes. However, assigning them zero
ropagation speed results in neglecting their contribution to the
hermal conductivity, and thus, all Debye-based models focus only
n relaxation time expressions for acoustic phonons. This has led
o relaxation times for optical phonons receiving limited attention
n the literature �20–22�, and as a result there is a significant lack
f anharmonic scattering expressions that could readily be used.
ecently, researchers have begun to question the accuracy of this
pproach, and there is increasing evidence that the contribution of
ptical phonons to the thermal conductivity is not negligible
23–25�. Additionally, the self-heating process of silicon-on-
nsulator �SOI� transistors is heavily affected by optical phonon
onfinement within a hotspot region, and as a result, accurate
elaxation time expressions for optical phonons are of critical im-
ortance in modeling the heat transport in these regions of micro-
lectronic components �26�. Even recent research that incorpo-
ates optical phonons only does so by assuming that they are of a
urely capacitive mode and assigning them zero propagation
peed �8�.

It is therefore clear that most approaches fail to account for the
rue dispersive nature of the phonon frequency spectrum. As a
esult, full BTE expressions for optical phonons have not been
olved simultaneously to acoustic modes, and adequate expres-
ions for the optical mode relaxation time are still lacking. This
ork in part addresses these issues, trying to present a novel ap-
roach to thin film heat conduction and thermal conductivity pre-
iction by developing a model that incorporates all phonon modes
n order to solve simultaneous BTE’s, in addition to considering
he multiple length scale nature of the problem.

Analytical Prediction of Bulk Thermal Conductivity. As has
een discussed, the only information needed to successfully simu-
ate the thermal behavior of a crystalline structure with the LBM
re adequate analytical expressions or numerical data for the dis-
ersion relations �from which the phonon propagation speed is
erived� and for the phonon relaxation times. The latter still lack-
ng, we have resorted to compute them by implementing three-
honon interactions following the model by Han and Klemens
22�. This approach has been demonstrated to recover the bulk
alue of thermal conductivity for silicon �11� and seems to be
dequate for our needs. However, this analysis, based on pertur-
ation theory, relies on the assumption of low temperatures �T
100 K� and, thus, is expected to fail at higher temperatures.
oreover, one valid alternative available is that of Sinha and

oodson �27�, which presents mean free path data for bulk silicon

92402-4 / Vol. 130, SEPTEMBER 2008
at room temperature. In our opinion, the lack of adequate phonon
relaxation time expressions is going to hinder the accuracy of our
LBM method until more reliable expressions are developed. Ad-
ditional details on the Han and Klemens �HK� model can be found
in the literature �11,22,28�. In the model, the frequency spectrum
is discretized in equal-width frequency bands, whose interaction
with each other are constrained by energy and momentum conser-
vation rules. A two-step process characterizes energy exchange
between frequency bands: first, a normal process between low-
wave-vector phonons and intermediate-wave-vector phonons, and
then an Umklapp process between the intermediate phonons and
those at the Brillouin zone. It has been argued �22,28� that impor-
tant three-phonon interactions are of the types: T+L↔L, L
+T↔L, and L+L↔L. Interactions with optical modes �T
+L↔O, L+T↔O, and L+L↔O� are N processes and cannot be
included in the thermal conductivity computation. For simplicity,
Narumanchi et al. �8,11� collapsed all optical modes into a single
frequency band of constant frequency and zero propagation speed.
Due to the intensive nature of the computational effort required to
obtain frequency-dependent optical mode relaxation times, a hy-
brid model is proposed here: acoustic mode relaxation times are
obtained from the HK �22� model, and optical mode relaxation
times are those presented by Sinha and Goodson �27�.

In the HK �22� model, inverse relaxation times for a specific
process have the general form

1

�ij
=

a
2�

3���ph
b �g

c �i� j�kRc
2� 1

e��j/kBT − 1
−

1

e��k/kBT − 1
� �15�

where �ij is the relaxation time that accounts for energy exchange
between the bands i and j of frequency �i and � j, �k is the
intermediate phonon frequency that completes the three-phonon
interaction, vg is the phonon group velocity at � j, and vph is the
phase velocity of the i mode. The effective relaxation time for a
discrete frequency band centered on �i is found as the combina-
tion of all phonon scattering processes in a Mathiessen sense as

1

�eff,�i

= �
i

1

�ij
�16�

We have compared the HK model to a hybrid model based on Han
and Klemens �22� for acoustic modes, plus the addition of optical
mode relaxation time data extracted from Sinha and Goodson
�27�. The influence of phonon-boundary scattering in the model
was tested. The bulk silicon phonon mean free path data presented
in Ref. �27� is available only at room temperature, and thus the
prediction of thermal conductivity with this model is possible only
at room temperature. As seen in Table 1, the hybrid model seems
to better predict the bulk thermal conductivity model at room
temperature, displaying a percentage error of only 3.3% when
compared to the experimental data of Ho et al. �29�. As a conse-
quence, the hybrid model is adopted as the most accurate relax-
ation time model available for use with the dispersion LBM.

Results
In what follows, we first present time-dependent temperature

profiles depicting the transition from diffusive to ballistic phonon
transport in silicon thin films of decreasing thickness, obtained
with the dispersion LBM. The effects of including nonlinear pho-
non dispersion as compared to the existing gray LBM are dis-

Table 1 Analytical predictions for thermal conductivity of bulk
silicon

Model HK, BS HK, no BS Hybrid

k �W/m K� 123 160 153
% error 16.4 7.8 3.3
cussed, as well as the influence that ballistic phonon transport has
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n the thin film thermal conductivity. Thus, from here on we refer
pecifically to the gray LBM results presented by Escobar et al.
6�. Finally, the predictions for thickness-dependent thermal con-
uctivity obtained with both the gray and dispersion LBMs are
resented and discussed in an effort to elucidate the effect of
onsidering nonlinear phonon dispersion in the LBM.

Transition to Ballistic Transport in Thin Films. In this sec-
ion we present results for silicon thin film heating. The physical
ituation is that of a film of variable thickness, subject to imposed
emperature conditions at each boundary. Unlike the gray LBM
6�, where the Knudsen number is defined as the ratio between the
haracteristic length scale and the phonon mean free path, the
ispersion model exhibits a complication arising from its
requency-dependent nature: the frequency spectrum discretiza-
ion and the frequency-dependent phonon mean free path combine
nd result in a frequency-dependent Knudsen number, which has
ifferent values for each frequency band. Therefore, we present
esults in this section as a function of film thickness rather than
nudsen number.
A film of thickness d is considered and modeled as a one-

imensional domain of length d. The initial temperature of the
lm is taken to be T1. At time t=0, the right boundary of the film

s kept at T1 while the left boundary is set at a higher temperature
2. In the LBM simulation, grid refinements are conducted until

he solution is no longer dependent on the lattice distance. As a
eneral rule, grid independence and numerical stability are en-
ured for lattice spacing shorter than the phonon mean free path,
ith a useful rule of thumb indicating that lattice spacing of one-

hird of the phonon mean free path gives an optimal combination
f accuracy and relatively reduced computational expense.

Steady-state dimensionless temperature distributions in the thin
lm are shown in Fig. 1 for films with thicknesses between 3 nm
nd 300 nm. Here, the dimensionless length is X*=x /d, where x
s the distance measured from the high temperature boundary, and
he dimensionless temperature is T*= �T−T1� / �T2−T1�.

The dispersion LBM simulation of films thicker than 1000 nm
as found to be unfeasible due to the extremely high computa-

ional cost. The simulations for this work were performed in com-
utational platforms consisting of Intel Xeon processors running
t 2.20 GHz, with 8 Gb of random access memory �RAM�. The
ystem’s configuration allowed us to simulate films thinner than
000 nm. Similar to what was found by using the gray model,
ecreasing film thickness translates into increasing temperature
lip at the boundaries, which is in agreement with results previ-
usly reported in the literature �2,5,6,8�.

ig. 1 Dimensionless steady-state temperature distributions
long a one-dimensional film over different film thicknesses
The transient dimensionless temperature profiles in a 300 nm

ournal of Heat Transfer
thin film are shown in Fig. 2. Although there is some similarity
with gray LBM results that fall within the diffusive regime, in this
case a wave behavior can be seen at short times �t=11 ps and t
=30 ps�, to be later dampened into a temperature profile that re-
sembles diffusive transport �t�30 ps�. However, the temperature
slip at the boundaries is a clear indication that this case falls
within the transitional regime. At steady-state conditions, the tem-
perature profile displays a linear drop inside the film, with tem-
perature slip conditions at each boundary.

Decreasing the film thickness by an order of magnitude results
in a 30 nm thin film, whose transient dimensionless temperature
profiles are shown in Fig. 3. Marked differences exist with gray
LBM results. In this case, the temperature profile is composed of
a combination of traveling phonon energy waves, as opposed to
the single propagating wave of the gray LBM. At short times �t
=3.47 ps�, it can be seen that the faster acoustic phonons have
propagated inside the film and are about to reach the cold bound-
ary, while the slower but more energetic optical phonons have
only begun to leave the hot boundary. Characteristic temperature
slip conditions are seen in the hot boundary. As time advances, all
acoustic phonon waves have already reached the cold boundary,
and only the slow optical phonon waves still propagate �t
=37.6 ps�. Finally, steady-state conditions are achieved, the tem-
perature profile displays slip conditions at both boundaries and a
linear drop inside the thin film.

Figure 4 shows the transient dimensionless temperature profiles
in a 3 nm thin film, which is considered to be the lower limit at
which an LBM can be applied; the film thickness is on the order

Fig. 2 Transient temperature profile inside a 300 nm thin film
Fig. 3 Transient temperature evolution inside a 30 nm thin film
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f phonon wavelengths and, therefore, a molecular approach is
eeded to perform thermal analysis below this thickness. Marked
ifferences exist with gray LBM results. In this case, the tempera-
ure profile is composed of a combination of traveling phonon
nergy waves, as opposed to the single propagating wave of the
ray LBM. At short times �t=0.175 ps�, it is clearly seen that
aster acoustic phonons have propagated inside the film and are
bout to hit the cold boundary, while slower but energetic optical
honons have only begun to leave the hot boundary. Characteristic
emperature slip conditions are seen in the hot boundary. As time
dvances, all acoustic phonon waves have already reached the
old boundary, and only slow optical phonon waves propagate
t=3.1 ps�. Finally, steady-state conditions are achieved and the
emperature profile displays slip conditions at the boundaries and
linear drop inside the thin film.
The temperature slip condition can be explained by observing

hat constant temperature levels at the boundaries have the net
ffect of enforcing an emission of phonons with an energy density
orresponding to the imposed boundary temperature. As the
requency-dependent band Knudsen number for a given frequency
and approaches a value that situates the frequency band within
he subcontinuum regime, the phonons traveling toward the
oundary have a significantly different energy density than that of
he phonons emitted from the boundary, therefore resulting in an
brupt change in energy density, which displays itself as the tem-
erature slip at the boundaries. The magnitude of the temperature
lip at the boundary is proportional to the Knudsen number, being
ero in the limit of a vanishing Knudsen number, as occurs for a
urely diffusive regime, characteristic of Fourier conduction.
hus, in the context of the dispersion model, each frequency band
isplays a temperature slip whose magnitude is given by the band
nudsen number and thus represents a band thermal resistance.
he total thermal resistance of the superimposed temperature slip
onditions is to be given by the final temperature profile and the
agnitude of the boundary temperature slip.
One interesting characteristic of the dispersion LBM model, a

undamental difference with the gray LBM, is the coexistence of
ifferent transport regimes for a given film thickness. Here, we
efine a frequency-dependent band Knudsen number as Kn���
���� /d, where ���� is the frequency-dependent phonon mean

ree path and d the film thickness. The diffusive regime is defined
or a very small or vanishing Knudsen number, which can be
rbitrarily expressed as Kn���	0.01, with the other limit being
he purely ballistic regime, defined as Kn����100. To illustrate
his point, Fig. 5 depicts the band Knudsen number for all phonon
ranches in a film of 1000 nm thickness, as a function of phonon
requency. The figure normalizes the phonon mean free path data

ig. 4 Transient temperature evolution inside a 3 nm thin film
or silicon presented in Fig. 13 from Ref. �27� by dividing it with

92402-6 / Vol. 130, SEPTEMBER 2008
the film thickness of 1000 nm.
It is observed that only the lowest-frequency LA bands, which

happen to propagate at the fastest speeds of the phonon system,
are located at a Knudsen number range that characterize them as
being within the purely ballistic regime. Higher-frequency LA
bands are mostly located within the transitional regime, except for
the bands the with highest frequency, which are located at Knud-
sen numbers characteristic of the diffusive regime. TA and LO
branches have both a band Knudsen number range within the
transitional and diffusive regimes, while most TO bands are well
within the diffusive regime. The implications of this behavior are
twofold: First, at a film thickness that in the gray LBM could be
located close to the diffusive regime, the dispersion model pre-
sents results that are shifted toward the transitional regime. Sec-
ond, the transition to ballistic regime is likely to be a process that
occurs at a wider range of film thicknesses due to the order-of-
magnitude differences in band Knudsen number range for all
branches. This basically implies that energy transport in a film of
a given arbitrary thickness is likely to display characteristics of at
least two, if not all three, of the transport regimes.

Validation of the Dispersion LBM. The task of performing
dispersion LBM simulations within the diffusive regime is indeed
formidable. The multiple LBKEs that need to be simultaneously
solved, each having its own lattice spacing, make the task of
reaching the diffusive regime a most difficult enterprise. Consid-
ering the required computational effort, a direct validation of the
dispersion LBM in the diffusive regime, by comparing with Fou-
rier diffusion solutions, is not feasible under the current structure
of the dispersion LBM code. The first resulting recommendation
is to avoid the use of LBM, in any of its forms �gray and disper-
sion�, for the simulation of diffusive regime problems. For this,
traditional techniques based on discretization of the Fourier heat
conduction equation are more efficient, which limits the use of
LBM-based techniques to the transitional and ballistic regimes.
The second recommendation is to embark in a revision and modi-
fication of the current code in order to make it more efficient and
able to simulate a broader range of length and time scales. Incor-
porating parallel computing capabilities to the LBM code is part
of the author’s ongoing work.

Thickness-Dependent Thermal Conductivity. As we have
seen, the analytical model used for selecting the appropriate ex-
pressions of phonon mean free path for the dispersion LBM was

Fig. 5 Frequency-dependent Kn for a film of thickness of
1000 nm
able to recover the thermal conductivity value for bulk silicon

Transactions of the ASME



w
L
t
b
p
c
p

h
n

T
a
d
t
d

w
a

t
L
m
1
c
t
m
t
t
a
g
p
S
c
fi
c
=
f

c
1
g
p
t
s
w

J

ith an acceptable accuracy. To further analyze the dispersion
BM capabilities, this section presents results for thermal conduc-

ivity as a function of film thickness of the one-dimensional model
ased on the steady-state temperature distribution displayed in the
revious section. To compute the effective size-dependent thermal
onductivity, it is necessary to first know the heat flux being trans-
orted across the film and the magnitude of the temperature slip.

The heat flux can be computed by using a general expression of
eat flux, applying it to each discrete frequency band for all pho-
on modes and then adding their contributions, as given by

qLBM = �
p
�

��p

vi��fD���d� �17�

he bulk value of thermal conductivity is known from Eq. �14�
nd Table 1. This value is used in Eq. �18� to find the frequency-
ependent effective thermal conductivity, and the total effective
hermal conductivity is computed as the sum of all frequency-
ependent contributions of all phonon modes,

keffective��� =
kbulk

1 + 2CKn���
�18�

here C corresponds to a geometric parameter that takes into
ccount the magnitude of the boundary temperature slip �30�.

Figure 6 depicts a comparison between out-of-plane effective
hermal conductivity predictions by the gray and dispersion
BMs. As can bee seen, the gray LBM predicts an effective ther-
al conductivity value that remains close to the bulk value of

48 W / �m K� down to a film thickness of 1000 nm. Further de-
reases in the film thickness cause a slight decrease of the effec-
ive thermal conductivity down to a film thickness of approxi-

ately 400 nm. For films thinner than 400 nm, the decrease on
hermal conductivity is more pronounced and the gray LBM even-
ually predicts an effective thermal conductivity value of zero for
film of vanishing thickness. This behavior is consistent with the
ray LBM formulation, in which the transition to ballistic trans-
ort is a function of a single parameter, the Knudsen number.
ubcontinuum effects start to influence the energy transport pro-
ess at Knudsen numbers of about Kn=0.1, corresponding to a
lm thickness of 410 nm. The transition to ballistic transport oc-
urs between Kn=0.1 �for film thickness of d=410 nm� and Kn
10 �for film thickness of d=4.1 nm�, a phenomenon that is mani-

ested by the reduction of effective thermal conductivity value.
Following what was expressed in previous sections, the analyti-

al dispersion model gives a bulk thermal conductivity value of
53 W /m, which compares well with the value predicted by the
ray LBM, 145 W /m K, and is in good agreement with the ex-
erimental value of 148 W /m K. As we have mentioned, reaching
he diffusive regime with the dispersion LBM would involve the
imulation of films with thickness in the order of millimeters,

Fig. 6 Thermal conductivity as a function of film thickness
hich does not compare well with the actual capabilities of the

ournal of Heat Transfer
LBM code, as the limit for feasible simulations was found to be
about 1000 nm. Thus, we are prevented from reaching a purely
diffusive regime and have instead computed effective thermal
conductivity values for film thickness below 1000 nm.

As seen in Fig. 6, the thickness-dependent effective thermal
conductivity predicted by the dispersion LBM is consistently
lower than that predicted by the gray LBM. The dispersion model
predicts an earlier shift from the diffusive transport regime to the
transitional regime, a situation that arises from phonon frequency
bands clearly residing in the transitional transport region �Fig. 5�,
this, even for a film thickness that the gray model had character-
ized as being very close to the diffusive regime. Further reducing
the film thickness results in more phonon frequency bands being
located within the transitional regime, and as a result, the general
trend is for the dispersion LBM to predict values of effective
thermal conductivity lower than the gray LBM. As for the physi-
cal mechanism that results in the effective thermal conductivity
being lower than the bulk value, this is thought to be due to strong
phonon-boundary scattering, where phonons traveling to and from
the prescribed temperature boundaries are forced to suddenly
change their energy density, which induces the boundary tempera-
ture slip conditions observed in Figs. 1–4. Although it is some-
what difficult to validate the results for our 1D model, in the limit
of large length scales the dispersion LBM is able to recover the
bulk value of thermal conductivity, and in the size effect regime
they compare well to those presented in Refs. �16,17,22–25,28�.

Conclusions
The dispersion LBM is used to study the transition to ballistic

transport in silicon films of varying thickness. It is found that the
solution for the temperature distribution inside thin films corre-
sponds to the superposition of multiple phonon propagating
waves, each of them traveling at a characteristic frequency-
dependent propagation speed given by the dispersion relation of
each phonon mode. Transition to ballistic transport is not fully
achieved for films of thickness as low as 3 nm, a consequence of
most frequency bands being located within the transitional regime
even for that reduced thickness. On the other extreme of large
length scales, it is found that simulating the transition to diffusive
transport is unfeasible due to the large domain sizes required,
which are in the order of millimeters. This is again a result of
most frequency bands residing within the transitional regime for
film thickness deemed within the diffusive regime by the gray
LBM. As a consequence, the thickness-dependent effective ther-
mal conductivity values predicted by the dispersion LBM are con-
sistently lower than those predicted by the gray LBM for the same
film thickness. The dispersion LBM, which includes the effects of
nonlinear dispersion relations for all phonon branches, is consid-
ered to be more accurate than the gray LBM due to the improved
phonon physics inherently captured by the model, which allows
the simulation of multiple discrete phonon frequency bands and
the explicit treatment of optical phonons without simplifying as-
sumptions. This is a considerable improvement from the Debye-
based gray LBM, which only considers a single phonon mode
with a constant propagation speed and is therefore unable to cap-
ture the behavior of phonon modes characterized by propagation
speeds different from the one defined by the Debye model.
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Experimental Study of Heat
Conduction in Aqueous
Suspensions of Aluminum Oxide
Nanoparticles
We report measurements of the thermal conductivity of aqueous suspensions of aluminum
oxide nanoparticles with nominal diameters of 20 nm, 30 nm, and 45 nm and at volume
concentrations up to 10%. Potential complications in the pulsed transient hot-wire tech-
nique for characterizing nanofluids are examined, which motivate the development of a
microhot strip setup with a small thermal time constant. The average particle size is
monitored for samples subjected to different durations of sonication and the thermal
conductivity is determined at two different temperatures for each of the samples. The
present data do not reveal any anomalous enhancement in the thermal conductivity
previously reported for comparable nanofluids. The concentration dependence of the
thermal conductivity can be explained using the conventional effective medium model
with a physically reasonable set of parameters. �DOI: 10.1115/1.2945886�

Keywords: nanofluid, thermal conductivity, transient hot wire technique
ntroduction
Enhanced heat transfer in colloids of nanoparticles, often re-

erred to as nanofluids, has received a lot of attention lately. Sev-
ral experimental studies reported that the thermal conductivity of
anofluids is considerably higher than that of base liquids �1–3�.
uch outstanding properties would make nanofluids attractive for
arious thermal applications.

Many studies attempted to identify mechanisms responsible for
he anomalous improvement in the thermal conductivity of nano-
uids. Wang et al. �4� and later Keblinski et al. �3� pointed out that

oosely packed aggregates of nanoparticles can occupy larger “ef-
ective” volumes than individual particles that make up the aggre-
ates. Theoretical prediction based on the nominal particle con-
entration may therefore significantly underestimate the thermal
onductivity. Prasher et al. �5� extended the model of Wang et al.
4� and suggested that the thermal conductivity reaches a peak
hen the average number of particles in a single aggregate is

pproximately 8. Another recent model �6� proposed that the ab-
ormal increase in thermal conductivity could be explained by the
resence of chainlike agglomerates, which are more effective than
pherical particles in enhancing the thermal conductivity.

A different class of models, although still a subject of heated
ebate, attributes the enhancement to microconvection associated
ith Brownian motions of nanoparticles. Semi-empirical models
roposed by Prasher et al. �7�, Chon et al. �8�, and others, for
xample, could capture both the temperature and particle size de-
endence of the thermal conductivity. These models were also
eemed consistent with the observation of Krishnamurthy et al.
9�, who reported drastic enhancement in the mass diffusivity of a
olecular dye in colloids of aluminum oxide nanoparticles.
Several recent studies employed new experimental techniques

o investigate heat conduction in nanofluids, motivated in part by
he recognition that experimental studies had not quite kept pace
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with theoretical studies. Most early experimental studies used es-
tablished thermal conductivity measurement techniques �10�, such
as a steady-state method, a temperature oscillation method, and
several variations of transient hot-wire methods. More recent
studies employed an optical beam-deflection technique �11�, a
thermal lensing method �12�, and a forced Rayleigh scattering
method �13�.

Quite surprisingly, the results of many recent experimental
studies deviate considerably from those of earlier studies. Putnam
et al. �11�, for example, observed no appreciable enhancement in
the thermal conductivity of colloids of Au nanoparticles. This is in
stark contrast to the work of Patel et al. �14�, who reported con-
siderable increase in the thermal conductivity of similarly pre-
pared colloids at concentrations well below 1%. Strong tempera-
ture dependence reported in early studies also could not always be
reproduced.

It is not clear whether such large discrepancy is due to subtle
but critical differences among nanofluid samples or due to experi-
mental errors. In the vast majority of early studies, the size of
particles/aggregates in nanofluids was not directly measured. Ba-
sic information on nanoparticles was also often missing in many
previous articles. We believe that there remains a critical need for
further systematic experimental studies to achieve meaningful
progress in understanding heat transport phenomena in nanofluids.

In the present article, we report our effort in accurate measure-
ments of the thermal conductivity of aqueous suspensions of alu-
minum oxide nanoparticles, for which the anomalous thermal con-
ductivity enhancement have been best documented �5,8,10�. We
examine potential complications in the pulsed transient hot-wire
technique, which motivate us to develop a microhot strip setup
that has a microsample chamber with a small thermal time con-
stant. Aluminum oxide nanoparticles of three different nominal
diameters �20 nm, 30 nm, and 45 nm� are used to prepare three
sets of different nanofluids. The particle/aggregate size and the
thermal conductivity of these nanofluids are measured and re-
ported as a function of sonication time or temperature.
SEPTEMBER 2008, Vol. 130 / 092403-108 by ASME
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otential Complications in Pulsed Transient Hot-Wire
easurements
The pulsed transient hot-wire technique and its variations, such

s the transient hot strip technique �15�, have been widely used to
easure the thermal conductivity of liquids. These techniques are

eemed advantageous because they can significantly reduce mea-
urement time and minimize error due to natural convection.

In analyzing raw data from pulsed transient hot-wire measure-
ents, one assumes that the sample is initially in thermal equilib-

ium with the surrounding. Significant errors can result when this
ondition is not satisfied. This is an important concern for nano-
uids. Preparation of nanofluids often requires prolonged sonica-

ion, which can lead to substantial temperature rise in the sample.
iven the finite kinetics of particle agglomeration, however, one
ay find it necessary to perform thermal conductivity measure-
ents right after sonication is completed. It is also often necessary

o perform repeated measurements and average their results by
pplying multiple successive heating pulses. These requirements
an lead to two different types of potential errors, one caused by
he overall cooling of a liquid sample during measurements and
he other caused by temperature inhomogeneity created by succes-
ive heating pulses.

Error Due to Overall Sample Cooling. To have a first-order
ssessment of the first type of error, we measure the thermal con-
uctivity of pure water as a function of time elapsed after sonica-
ion. A glass beaker of diameter 32 mm is filled with 15 ml of
e-ionized water. After 1 h of sonication, the beaker is removed
rom the sonicator for thermal conductivity measurements. We use
custom-made macroscale hot wire made of a Pt wire of length

.5 cm and a diameter of 25 �m. The wire and voltage probes are
ncapsulated in a 25 �m thick Kapton layer.

A 2 s long current pulse is applied to the hot wire and the
esulting temperature rise is obtained by monitoring its electrical
esistance. To extract the thermal conductivity, the temporal tem-
erature profile is analyzed using numerical solutions to the tran-
ient three-dimensional heat conduction equation. Our simulation
ode is based on the well-established finite volume method. The
hermal resistance of the Kapton layer, including the associated
hermal boundary resistance, is considered an adjustable param-
ter in our simulations. In addition to a grid and time step inde-
endence study, we validate our data analysis procedure by con-
rming that our experimental data agree with literature values
16� for various solids and liquids, including quartz, fused silica,
ater, methanol, and glycerin/water mixture, to within 2%.
Figure 1 shows the thermal conductivity data and the wire tem-

erature as a function of elapsed time after sonication. The wire
emperature may serve as an approximate measure of the liquid
emperature around the hot wire. The thermal conductivity de-
reases over time until it reaches an approximately constant value
bout 50 min after the start of the experiment. The dotted line
hows the literature value �16� at each measured wire temperature,
hich initially deviates substantially from the measured data. The
ulsed transient hot-wire technique overestimates the thermal con-
uctivity when the sample cools down during measurements. Note
hat even a few degrees of temperature variations can lead to
ppreciable errors in the measured thermal conductivity.

Error Due to Preceding Heating Pulses. The second type of
rror can be significant even when a sample is in equilibrium with
he surrounding at the beginning of an experiment. Repeated mea-
urements are often necessary to reduce random errors. Each ap-
lication of a heating pulse, however, disturbs the temperature
eld within the sample and hence subsequent measurements. An

mportant parameter is therefore time interval between successive
eating pulses.

To have a first-order assessment of the second type of error, we
easure the thermal conductivity of a pure water sample that is
riginally in thermal equilibrium with the ambient at 23°C. The

92403-2 / Vol. 130, SEPTEMBER 2008
experimental setup and data analysis procedures are the same as
before. We apply N heating pulses, each separated from the pre-
ceding one by a fixed time interval. By analyzing the resulting N
temperature profiles, we can extract N different values of the ther-
mal conductivity. We then repeat a similar experiment using a
different time interval between heating pulses.

Figure 2 shows the average value of the thermal conductivity
obtained for N=20 as a function of time interval between succes-
sive heating pulses. In our macroscale hot-wire setup, the pulsed
transient hot-wire technique overestimates the thermal conductiv-
ity by as much as 8% when there is only 5 s delay between pulses.

Microhot Strip Setup
Our experimental observation in the previous section motivates

us to develop a new setup �Fig. 3� consisting of a microhot strip
and a microchamber with a small thermal time constant. Such a
setup allows us to perform accurate measurements without the
need for a prolonged thermal equilibration step.

A thin metal film heater of width 20 �m, length 1 mm, and
thickness 200 nm is fabricated on a glass slide using standard
microfabrication techniques. A block made of polydimethylsilox-
ane �PDMS� is then bonded to the glass slide to form a sealed
cylindrical chamber. The chamber can hold approximately 120 �l
of a sample liquid. The device is immersed in a temperature-

Fig. 1 The time evolution of the thermal conductivity of a soni-
cated water sample and the wire temperature obtained from our
macroscale hot-wire setup. The literature value of the thermal
conductivity at each wire temperature is shown as the dashed
line.

Fig. 2 The thermal conductivity of water measured using the
macroscale hot-wire setup as a function of time interval be-

tween successive heating pulses

Transactions of the ASME
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ontrolled water bath during the thermal conductivity measure-
ents. The temperature stability of the water bath is 0.01°C.
During each measurement, a heating pulse of duration approxi-
ately 1 s is applied to the microstrip and the resulting tempera-

ure rise is measured using a precision voltmeter with a time res-
lution of 1 ms. We again use numerical simulations to analyze
ata from our microhot strip and extract the thermal conductivity
f the liquid sample. The thermal conductivity of the glass slide is
easured using the microstrip in the absence of a liquid sample,
hich agrees with the value obtained separately using the three-
mega technique. The setup is further validated by comparing our
ata to literature values for water from room temperature to 70°C.

We note that our data analysis assumes that the continuum heat
iffusion model is valid. In analyzing the temperature versus time
ata obtained for both pure water samples and our nanofluid
amples, we do not observe any anomalous behavior. We alert the
eader, however, that previous theoretical studies �17� suggested
he possibility of a transient lag effect due to solid-fluid interac-
ions. Further studies are necessary to examine the potential time
ependence of the effective thermal conductivity of nanofluids at
uch shorter time scales.

anofluid Sample Preparation
Nanofluids used in the present study are prepared by dispersing

ommercially available Al2O3 nanopowders in water. Three nomi-
ally spherical Al2O3 nanoparticles with different specific surface
reas �SSAs� are used. Details of the nanoparticles are provided in
able 1.
Each type of nanoparticles is mixed into filtered de-ionized wa-

er using an ultrasonic agitator to produce nanofluids of nominal
article volume concentrations up to 10%. We measure both the
olume and weight of each nanofluid using a graduated cylinder

Fig. 3 Schematic of the microhot-wire device

Table 1 Aluminum oxide nanoparticles used
present study. The information was supplied

Nanofluid
sample Nanopowder I

Manufacturer Nanophase Technologies
Corporation

Nanoparticle
designation

NanoTek® Aluminum Oxide
�Product 0115�

Al

Purity 99.95%,
Average particle

size �APS�*
45 nm

Specific surface
area �SSA�

35 m2 /g �BET�

Appearance White powder
Nominal density 3.6 g /cm3

Morphology Spherical
Crystal phase Delta: Gamma=70:30
Manufacturing

technique
Physical vapor synthesis

�PVS�
ournal of Heat Transfer
of resolution 0.1 ml and an analytic balance, respectively, to in-
dependently determine the particle volume and mass concentra-
tions. The effective particle densities determined after 1 h of soni-
cation are 3.7�103 kg /m3, 3.6�103 kg /m3, and 3.5
�103 kg /m3 for Nanopowders I, II, and III, respectively. These
densities are consistent with the values reported by the manufac-
turers to within 10%, suggesting that our nanofluid samples do not
contain agglomerates with significant amount of trapped air.

Nanofluid Thermal Conductivity Data
Figure 4 shows the ratio between the thermal conductivity of

the nanofluids and that of pure water at 23°C as a function of the
measured volume concentration. The thermal conductivity in-
creases approximately linearly with particle volume concentra-
tion. The enhancement observed is similar for all three types of
nanofluids.

We used the conventional effective medium model as presented
by Nan et al. �18� to analyze the thermal conductivity data:

k

km
=

1 + 2� + 2km/kp + 2f �1 − � − km/kp�
1 + 2� + 2km/kp − f �1 − � − km/kp�

�1�

Here, k, kp, and km are the thermal conductivity of the nanofluid,
nanoparticles, and water, respectively. The parameter �=2Rbd
km /d reflects the impact of the thermal boundary resistance Rbd
between nanoparticles of diameter d and the base liquid.

The thermal conductivity of aluminum oxide nanoparticles can
be very different from that of bulk aluminum oxide due to voids,
defects, or the size effect on phonon transport. We use a semiphe-

synthesize three types of nanofluids in the
the manufacturers.

Nanopowder II Nanopowder III

otechnologies Inc. Shandong Zhongshun Sci &
Tech Development Co., Ltd

num oxide �Alumina�
nanopowder

Aluminum oxide ��-Al2O3�

100% 99.9%
30 nm 20 nm

50 m2 /g 65 m2 /g

White powder White powder
3.9 g /cm3 3.5–3.9 g /cm3

Spherical Spherical
Gamma Alpha

sed plasma process N/A

Fig. 4 The ratio between the thermal conductivity of the nano-
fluids and that of pure water at 23°C. The lines are the predic-
tions of the effective medium model.
to
by

Nan

umi

Pul
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omenological model of Callaway for the phonon thermal con-
uctivity �19� to estimate the size effect on the thermal conduc-
ivity of nanoparticles.

We first obtain model parameters for sapphire, which is mod-
led as an isotropic Debye solid, using the previously reported
hermal conductivity of sapphire fibers �20�. The model is then
sed to predict the thermal conductivity of nanostructures of di-
ensions 20 nm and 30 nm, as illustrated in Fig. 5. The predicted

hermal conductivities are approximately 36 W /m K and
1 W /m K at room temperature, which are comparable to that of
ulk sintered aluminum oxide samples. Since some of the nano-
articles used in the present study are � or � phase Al2O3 and may
ontain defects, the thermal conductivity of the nanoparticles can
e smaller even in the absence of a strong size effect. The thermal
onductivity of plasma sprayed �-Al2O3 films, for example, was
eported to be as low as 5 W /m K. A lower bound to the thermal
onductivity of alumina nanoparticles may be estimated from the
hermal conductivity of highly disordered AlOx films
�1.6 W /m K� with density comparable to that of �-Al2O3.

Included in Fig. 4 are prediction from the effective medium
odel using a particle thermal conductivity kp of 5 W /m K and

our different values of the boundary resistance parameter � �0,
.1, 0.2, and 0.5�. Our data from all three types of nanofluids can
e explained with parameter �=0.1, which is equivalent to having
bd of approximately 1�10−8 m2 K /W for particles with d
130 nm �see next section�. This thermal boundary resistance is
omparable to the resistance determined for Au-water interface
21�.

haracterization of Nanoparticle Size
The size of nanoparticles is often determined from the SSA or

sing transmission electron microscopy �TEM� images. These
easurements, however, can be performed only for dry nanopar-

icles and may not represent the true size of particles or their
ggregates as they exist in nanofluids.

We perform dynamic light scattering �DLS� measurements us-
ng a commercial instrument �N4 Plus, Beckman Coulter, Inc.� to
stimate the size of Al2O3 nanoparticles as suspended in their
arrier liquids. The DLS technique monitors the Brownian motion
f particles dispersed in a liquid by illuminating the sample with a
aser beam and detecting the scattered light. If the particles in a
olution are homogeneous, the autocorrelation function of the
cattered-light intensity is a single decaying exponential:

G��� � exp�− 2�/��

he inverse of the time constant � is equal to DK2, where D is the

ig. 5 Callaway’s model prediction for the thermal conductiv-
ty of sapphire wires and alumina nanostructures
rownian diffusivity of the particles and K is defined as

92403-4 / Vol. 130, SEPTEMBER 2008
K =
4	n



sin��

2
�

Here, n is the refractive index of the liquid, 
 is the wavelength of
the laser, and � is the angle of scattering intensity measurement.
By fitting the measured autocorrelation function with the model,
one can determine the Brownian diffusivity D of the particles,
which is in turn a function of the particle size:

D =
kBT

3	�d

Here, kB is the Boltzmann constant, T is the temperature, and � is
the liquid viscosity.

Since the particle concentrations of our nanofluids are too high
for light scattering measurements, we dilute our samples by about
1000-folds right before each measurement. All measurements are
conducted at the ambient temperature 25°C by letting each
sample reach thermal equilibrium.

To assess the accuracy of our particle size measurements, we
prepare two reference solutions containing latex beads of known
diameters: one solution with 50 nm beads and the other with a
mixture �80:20� of 50 nm and 200 nm beads. The data shown in
Table 2 are within 10–20% of the known diameters for both so-
lutions, demonstrating that the DLS technique can provide reason-
ably accurate measurements of the size of nanoparticles.

Sonication Time Dependence
A previous work �22� reported that the thermal conductivity of

nanofluids of Fe showed strong dependence on sonication time.
This observation has been rationalized using the hypothesis that
better particle dispersion and hence enhanced particle Brownian
motion lead to increase in the nanofluid thermal conductivity. To
examine this hypothesis further, we determine the thermal con-
ductivity and average particle size of our aluminum oxide nano-
fluids as a function of sonication time.

Cleanroom-grade de-ionized water is filtered right before nano-
fluid preparation using a 0.2 �m pore filter. A dynamic scattering
measurement on the filtered water does not detect any foreign
particles. We then prepare two stock solutions of nanofluids at 5%
volume concentration by suspending precise amounts of Nano-
powder II in the water. In one of the stock solutions, 0.5 vol. % of
Tween-80 surfactant is added to further improve particle disper-
sion.

Both samples are vigorously stirred using an ultrasonic agitator
�UP100H, Dr. Hielsher, GmbH� for up to 12 h. A small amount of
sample is removed from the stock solutions every 3 h to measure
the thermal conductivity and average particle size. The pH stays
nearly constant at 5.3 for both stock solutions, which is compa-
rable to the value reported in an earlier study �5�. The thermal
conductivity is measured at 25°C and then 50°C using the mi-
crohot strip setup described earlier.

Figures 6 and 7 show our experimental results. The measured
particle size decreases slightly after 3 h of sonication but remains
constant thereafter to within our experimental uncertainty. The

Table 2 DLS measurements of aqueous solutions containing
standard latex beads

Known bead
size

Size determined
by DLS �nm�

Volume fraction
determined by

DLS

50 nm 42.48.1 100%

Mixture of
50 nm /200 nm

44.22.9 80.1%

177.919.9 19.9%
measured values are considerably larger than the nominal particle

Transactions of the ASME
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ize reported by the manufacturer but are comparable to the value
�120 nm� reported by Waite et al. �23� for solutions of
-alumina nanopowders immediately after sample preparation.
hese alumina powders had a nominal average diameter of 13 nm

n the dry state and were manufactured by the flame hydrolysis of
lCl3. Our dynamic scattering measurements of commercially

vailable colloids of aluminum oxide nanoparticles �nominal par-
icle diameter �20 nm, Sigma Aldrich Inc.� also yield a compa-
able particle/aggregate size.

For the solution prepared without any surfactant, the thermal
onductivity enhancement is less than 10%, both at 25°C and
0°C. No significant change in thermal conductivity is observed
ven after 12 h of sonication. The thermal conductivity of the
anofluid prepared with the surfactant does increase appreciably
fter 6 h of sonication. One might be tempted to attribute this to
mproved particle dispersion. DLS measurements, however, show
hat no significant change in particle size can be observed even
fter 12 h of sonication.

This observed increase in thermal conductivity after prolonged
onication may be an experimental artifact. Continuous bombard-
ent of nanoparticles on the sonicator tip generates an appre-

iable amount of metal debris. The problem is more severe for the
econd nanofluid sample because we used a higher sonication
ower. Indeed, the density of the second nanofluid stock solution
s found to increase from 1.123 g /ml to 1.155 g /ml, which is
quivalent to almost 25% increase in particle volume concentra-
ion.

Both the experimental data on particle aggregation by Waite et
l. �23� and our experimental data on the thermal conductivity

ig. 6 Sonication time and temperature dependence of the
hermal conductivity of the nanofluids prepared with Nano-
owder II

ig. 7 Sonication time dependence of the particle size in the

anofluids prepared using Nanopowder II

ournal of Heat Transfer
disagree with some of previous data �5,8,24�. Chon et al. �8� ob-
served that the thermal conductivity of aluminum oxide nanofluids
increases rapidly with decreasing nominal particle size and in-
creasing temperature. Prasher et al. �5� also reported significant
temperature dependence and predicted a peak in the thermal con-
ductivity enhancement for nanofluids with alumina particles of
diameter below 20 nm. Our data, however, are consistent with
other recent studies, most of them employing optical techniques
�11–13�.

Since we use an independent electrical measurement technique
in our study, any discrepancy with the earlier studies may not be
due to experimental errors but perhaps due to subtle but important
differences in nanopowders or nanofluid preparation procedures
that result in drastic difference in the size or shape of suspended
particles/aggregates.

Summary and Conclusion
We perform a systematic experimental study of heat conduction

in aqueous suspensions of aluminum oxide nanoparticles at vol-
ume concentrations up to 10%. We develop a microhot strip setup
to reduce experimental errors resulting from spatial or temporal
temperature inhomogeneity within a liquid sample. The volume
concentration dependence of the thermal conductivity does not
show any anomalous behavior and can be explained using the
effective medium model with a physically reasonable set of pa-
rameters.

The average particle size and the thermal conductivity are mea-
sured as a function of sample sonication time. The size of
particles/aggregates in our nanofluid samples is much greater than
the nominal particle size reported by the manufacturers and does
not change appreciably with sonication time up to 12 h.

Our data do not reveal any anomalous enhancement in the ther-
mal conductivity or strong temperature dependence reported in
other previous studies. The discrepancy may reflect subtle differ-
ences in nanopowders or nanofluid preparation procedures that
result in drastic difference in the size or shape of suspended
particles/aggregates. Our work highlights the need for sample ex-
changes and cross-validation experiments to advance science and
engineering of enhanced heat transfer in nanofluids.
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Nomenclature
d � nanoparticle diameter, m
D � Brownian diffusivity, m2 /s
k � thermal conductivity of nanofluids, W/m K

kB � Boltzmann constant, J/K
kp � thermal conductivity of nanoparticles, W/m K
km � thermal conductivity of a base liquid, W/m K
n � refractive index

Rbd � thermal boundary resistance, m2 K /W
T � temperature, K
� � thermal boundary resistance parameter

�=2Rbdkm /d�
� � time constant for light scattering measure-

ments, s
� � liquid viscosity, Pa s

 � wavelength of the laser, m
� � angle for light scattering measurements
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The Solid-State Neck Growth
Mechanisms in Low Energy Laser
Sintering of Gold Nanoparticles:
A Molecular Dynamics
Simulation Study
Molecular dynamics (MD) simulations were employed to investigate the mechanism and
kinetics of the solid-state sintering of two crystalline gold nanoparticles �4.4–10.0 nm�
induced by low energy laser heating. At low temperature �300 K�, sintering can occur
between two bare nanoparticles by elastic and plastic deformation driven by strong local
potential gradients. This initial neck growth occurs very fast ��150 ps�, and is therefore
essentially insensitive to laser irradiation. This paper focuses on the subsequent longer
time scale intermediate neck growth process induced by laser heating. The classical
diffusion based neck growth model is modified to predict the time resolved neck growth
during continuous heating with the diffusion coefficients and surface tension extracted
from MD simulation. The diffusion model underestimates the neck growth rate for smaller
particles �5.4 nm� while satisfactory agreement is obtained for larger particles �10 nm�.
The deviation is due to the ultrafine size effect for particles below 10 nm. Various pos-
sible mechanisms were identified and discussed. �DOI: 10.1115/1.2943303�

Keywords: nanoparticles, sintering, laser, molecular dynamics simulation, neck growth
Introduction
Recent interest in fabricating flexible electronics has spurred

xtensive research related to delivering and defining both active
nd passive materials in a cost effective and precise manner. The
rinting of nanoparticles followed by low temperature thermal
reatment has shown substantial promise in ultralow-cost elec-
ronic fabrication �1�. Employing laser radiation to selectively sin-
er nanoparticles and define micron, even submicron features has
emonstrated advantages in terms of meeting performance and
ost requirements �2,3�. Previous research efforts on laser pattern-
ng of nanoparticles in microfabrication as well as envisioned fu-
ure research in nanoparticle based nanofabrication have sparked
reat interest in understanding the associated fundamental phe-
omena, such as nanoscale phase change, sintering, or coales-
ence transformation induced by laser irradiation, as needed for
ealizing low resistance Ohmic nanocontacts �4�.

In this study, molecular dynamics �MD� is employed to study
he fundamental physics involved in nanoparticle sintering by
ontinuous laser heating. There are a variety of sintering or coa-
escence models, such as the conventional neck growth model,
ither based on diffusion �5–7� or viscous flow �8� and the K-F
ype model �9,10�. In the conventional model, the detailed necking
rofile is tracked and diffusion mechanisms need to be identified.
n the K-F type model, which is widely used in the aerosol re-
earch community, a simple linear relation between excess surface
rea and neck growth rate is used �10� instead of tracking the
etailed necking profile. The K-F model can be applied to viscous
ow or solid diffusion based process requiring no identification of

he diffusion mechanisms is needed. Most of these models are

1http://www.me.berkeley.edu/ltl/ltl.html
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 5, 2007; final manuscript received
ctober 11, 2007; published online July 11, 2008. Review conducted by Cholik

han.

ournal of Heat Transfer Copyright © 20
applied to isothermal sintering process with a few exceptions �11�,
where temperature variation due to the heat exchange with the
surrounding environment is considered.

Investigations have focused on the applicability of the macro-
scopic sintering model to the nanoscale phenomenon. New
mechanisms emerge in nanoscale sintering, such as elastic/plastic
deformation and dislocation �12,13�. Existing facets could slow
down the curvature driven diffusion �14�. It is also argued that the
linear relation for diffusion is no longer valid for nanoscale sin-
tering since the thermodynamic driving force stemming from
chemical potential gradients is very large for particles below
100 nm �15�. Moreover, in nanoscale sintering, interatomic attrac-
tion becomes very important inducing accelerated necking
growth. This “force-driven” diffusion needs to be distinguished
from standard “random walk” ones and treated differently �13�.
There have been efforts to model the nanoscale phenomenon by
modifying the bulk physical properties to account for ultrafine
size effects: Xing �16� improved the coalescence time prediction
by using depressed melting temperature and Arcidiacono �17� ap-
plied a similar approach to obtain reasonable predictions of the
neck growth for ultrafine nanoparticles. Clearly, more work is
needed to reach quantitative evaluation of the usefulness of the
conventional neck growth mode that ignores all ultrafine size ef-
fects. It should be noted the physical parameters needed for the
analytical model need to be extracted directly from MD simula-
tion, whereas the confined size effects on the physical properties
can be fully taken into account without using modifications of
bulk properties, therefore avoiding respective errors.

In summary, this paper applied MD simulations to study the
sintering of gold nanoparticles by continuous heating. A conven-
tional neck growth model was modified and adopted for continu-
ous heating. The physical properties were extracted from simula-

tion directly. MD simulation was employed to cover a wide size

SEPTEMBER 2008, Vol. 130 / 092404-108 by ASME
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ange �4.4–10 nm� and longer simulation time ��10 ns�, enabling
he evaluation of the applicability of the conventional models over
orrespondingly wider size range.

Modeling Methods

2.1 Molecular Dynamics Simulation. To track the sintering
rocess, an atomistic simulation approach using classical MD was
mployed. In this study, the glue potential for gold developed by
ef. �18� was adopted since it was found to yield an accurate
escription of bulk, defect, and surface properties of gold. In the
lue model, the potential energy of a system of N atoms consists
f a sum of pair potentials and a many-body glue energy:

V =
1

2�
ij

��rij� + �
i

U�ni� �1�

here rij is the distance between two atoms, ��rij� is a standard
wo-body potential, and U�ni� is the energy associated with the
oordination ni of the atom i. The parameters are reconstructed
mpirically to reproduce the experimental values of gold over a
ide range of thermodynamic conditions. The details of the model

nd related parameters are given in Ref. �18�.
A parallel MD simulation program has been developed that can

urrently handle up to 150,000 atoms for the study of relatively
ong time scale events ��10 ns�, such as sintering, at a reasonable
omputational time. Atom trajectories were determined by inte-
rating the classical equations of motion using the velocity form
f the VERLET algorithm with rescaling of atomic velocities to
chieve temperature control. Time steps of 3.0 fs were typically
sed and the atom neighbor list was updated every time step.
ingle gold nanoparticles of various sizes �2633, 5053, and 31077
toms� were prepared at different temperatures. The target tem-
erature was obtained by rescaling every 200 time steps. The res-
aling was applied for 104 time steps, after which, up to 105 time
teps were allowed to achieve full equilibrium before property
ampling was conducted.

To simulate the sintering process, two identical particles were
rst brought into contact at a center-to-center distance of 2R
0.5 nm at �300 K. The initial neck growth was allowed to com-
lete without laser irradiation. After the initial neck growth, the
article pairs were subjected to continuous laser heating. The
eating rate is in the range of 0.89�1011–2.20�1011 K /s simu-
ating the heating by a continuous laser with laser intensity around
010 W /m2. No heat loss to the environment was considered in
he present study. To mimic the laser heating, the kinetic energy of
he system was increased by a fixed amount at each step by res-
aling the velocities, so the total energy increases linearly in time.

The structural change was monitored during sintering via cal-
ulating bond order parameters �BOPs�. Four BOPs were used
ogether to identify the structure accurately. The values of these
OPs for fcc, hcp, and amorphous structures and the detailed
escription of the BOP can be found in Ref. �19�.

2.2 Analytical Neck Growth Model. The model is essen-
ially the one presented by Johnson �6� modified for continuous
eating. The geometrical configuration and symbols of the sinter-
ng particles that follow Johnson �6� are shown in Fig. 1. Each
article is represented by a sphere with radius a. � is the radius of
he neck surface, � is a measure of the grain-boundary groove
ngle, c is the distance of the center of the particle to the symme-
ry plane, � is the extent of the overlapping of the two spheres,
nd AV is the surface area of the neck. The value of c gives an
ndirect measure with respect to the mechanisms at work. Its value
ill only decrease from its initial value if material is moved be-

ween the particles by grain-boundary or volume diffusion. It is
lso assumed that a is unchanged during the sintering. This geom-
try is valid only until x=a. At that value, the system assumes a

pill” shape. This is sufficient for modeling the necking growth,

92404-2 / Vol. 130, SEPTEMBER 2008
but cannot follow the system all the way to complete coalescence.
With a few additional geometrical parameters defined as fol-

lows, y=a−c /a, X=x /a, R=� /a, and �=sin−1�a−ya+� sin � /a
+��, the exact equations for the geometrical parameters can be
written as �6�

� =
a�y2 − 2y + X2�

2�1 − �1 − y�sin � − X cos ��
�2�

AV = 4����� − ���a + ��cos � − ��sin � − sin ��� �3�

X = �1 + R�cos � − R cos � �4�
The total volume of the material that has moved into the neck,

defined as VT, will be the sum of the volume of overlap of the
original sphere VB and the volume of material arriving from the
sphere surface VS. The schematic of VB and VT are shown in Fig.
1. Thus,

VT = VB + VS �5�
By geometry reasoning,

VT = 2�a3R2�1 + R��2�sin � − sin �� − cos ��sin � cos � + �

− sin � cos � − �� − sin ��sin2 � − sin2 ����

VB = �2�a3y2

3
��3 − y� �6�

In order to evaluate VB and VS, the mechanisms of the neck
growth needs to be identified. It is known for nanosize particle
sintering that only grain-boundary and surface diffusion mecha-
nisms are in effects �20�. Therefore, let JGBD and JSD represent the
material flux, then

dVS

dt
= 	JSD �7�

dVB

dt
= 	JGBD �8�

where 	 is the molar volume. The individual flux can be calcu-
lated from the equations derived by Johnson �6�. By expressing
the flux in terms of stress gradients rather than concentration gra-
dients and assuming that the stress distribution is a function of
radial position along the grain boundary, the grain-boundary flux
can be written by

JGBD =
8�
bDB�x + � cos ��

kTx�
�9�

The surface diffusion flux can be written as a function of concen-
tration using Fick’s equation. The variation of the concentration of

Fig. 1 Sintering geometry and atom movement pathways for
different sintering mechanisms
vacancies due to the surface curvature can be expressed in terms
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f geometrical parameters. Therefore, the surface diffusion flux
an be written by

JSD =
2�
	1/3DS�X + 2XR − R cos ��

akTR2 �10�

here DB and DS are the diffusion coefficients for grain boundary
nd surface, respectively, b is the thickness of the region of en-
anced diffusion at the grain boundary, k is the Boltzmann con-
tant, T is the temperature, and 
 is the surface tension.

The temperature of the particle subjected to laser irradiation can
e calculated by assuming uniform temperature inside the particle
nd neglecting the temperature increase due to the reduction of
urface area:

dT

dt
=

IAcross�

CVP
�11�

here I is the laser intensity, Across is the cross section area of the
article, C is the specific heat, VP is the particle volume, and � is
he absorption efficiency, which is determined from predetermined
eating rate.

The implementation of the above model is described as the
ollowing. Equation �11� is used to calculate the temperature at
ny instant of time. The rate equations for the neck volume �Eqs.
7� and �8�� were integrated numerically with respect to time to
pdate the neck volume based on the flux equations ��9� and �10��.
t each time step, the simultaneous nonlinear equations �Eqs.

2�–�6�� governing the geometry were solved using a Powell–
ydrid algorithm in MATLAB to obtain the new necking profile. An

nitial temperature and neck volume were specified to begin the
omputation.

Results and Discussion

3.1 Extracting Physical Properties From MD Simulations.
he self-diffusion coefficient D is calculated from the slope of the
tomic mean-square displacement �MSD�:

MSD =
1

N�
i=1

N

�ri�t� − ri�0��2 �12�

D =
1

6

d

dt
�MSD� �13�

here N is the number of atoms sampled and r is the position of
ach atom. For the present study, D is evaluated for surface atoms.
he extracted surface diffusivities for different particle sizes are
lotted in Fig. 2�a�. It is interesting to note that smaller particles
ave higher diffusivities, qualitatively in agreement with empiri-

Fig. 2 Extracted diffusion coefficients „a…
al consideration of size effects on diffusivity �16�. For the present

ournal of Heat Transfer
study, grain-boundary diffusivity DB is estimated to be same as of
surface diffusivity DS �21�.

The surface tension is computed using the mechanical approach
reported by Thompson �22�.


 = �−
�pL − pG�2

8 	
0

�

r3dPN�r�
dr

dr�1/3

�14�

where pG is the gas pressure outside the particle, which is ne-
glected, pL is the pressure inside the particle, and PN is the normal
component of the pressure to the spherical surface. It is worthy
mentioning that the term �r /2��dPN�r� /dr� in this equation stems
from the mechanical arguments �22� that relate surface tension 

to PN�r�− PT�r�, where the tangential component of the pressure
PT can be related to PN by PT�r�= PN�r�+ �r /2��dPN�r� /dr�. The
pL and PN were obtained following the procedures described in
Ref. �22�. Since the pressure outside the particle is neglected, then
the upper bound in the integration in Eq. �14� is actually a particle
radius. It should be pointed out that Eq. �14� is valid for gas-liquid
interface. This liquid droplet model is applied to solid nanopar-
ticles in this paper as an approximation. The validity of this ap-
proximation is based on a recent publication �23� where the cal-
culated surface stresses for silver nanoparticles �similar size as the
particles considered in this paper� are close to the theoretical val-
ues of surface energies. The calculated surface tension is plotted
in Fig. 2�b� along with an empirical model from Murr �24�. A
reasonable agreement was found except that the extracted values
are lower than the empirical bulk data, which might be due to the
small size effects �22�.

3.2 MD Results. Owing to their ultrafine size, sintering can
occur between the two bare nanoparticles at low temperature
without laser irradiation. The qualitative features of the sintering
of two nanoparticles �2633 atoms, 2.2 nm radius� at 300 K are
clearly seen in Fig. 3�a�, where the neck width is plotted against
time. The sintering consists of two phases, i.e., a very fast neck
growth within 10 ps wherein the neck grows to about 1.2 nm,
followed by a slower process that increases the neck radius to
about 1.5 nm within 150 ps. It is clear that the first fast neck
growth is due to the elastic deformation. According to Zhu �12�,
the upper limit of the contact radius due to the elastic deformation
of two 2.4 nm Cu nanoparticles is 0.84 nm. This value is on the
same order of the neck width observed after the first neck growth.
The slow growth after the elastic deformation is due to the move-
ment of the atoms near the void that is driven very strongly to-
ward the void by very high atomic potential gradients where two
surfaces of rapid curvature form a sharp cusp on contact �13�.

The resulting dumb-bell shape particle pair is then subjected to

d surface tension „b… from MD simulation
laser irradiation. The evolution of the radius of gyration along the

SEPTEMBER 2008, Vol. 130 / 092404-3
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nterparticle axis of the particle pair is plotted against temperature
or different particle sizes in Fig. 3�b�. For each size particle, there
re two obvious drops of the gyration radius, labeled as B and D.
t is obvious that for both cases the turning point D, marking the
ull coalescence, is due to melting. For the 2633-atom particles,
he evolution toward equilibrium shape is continuous at high tem-
erature �after B� and more steplike at low temperature �before B�,
ndicating that at high temperatures atoms continuously move to
heir final positions, whereas an additional discontinuous mecha-
ism is operative at low temperatures. One possible mechanism is
he presence of facets, which persist or rearrange during coales-
ence in a discontinuous manner �14�. Another more likely
echanism is due to the plastic deformation induced by a large

umber of small “sliding” events of atomic planes at the grain
oundaries or dislocations within the grains �25�. To provide in-
ight into the atom movements, a vector field showing the atom
rajectory is shown in Fig. 4�a�. Each vector connects the posi-
ions of an atom before and after the shape transition. The atom
rajectory between A and B reveals that one particle is almost
niformly sliding in one direction and the other moves in another
irection and that most of the sliding deformation occurs near the
rain boundary. To better understand this sliding mechanism, crys-
alline structure of atoms was identified via determining the BOPs.
toms in local fcc order are considered to be inside the crystalline
rain and colored as yellow; atoms in local hcp order are classi-
ed as stacking faults and colored as green. All other atoms are
onsidered as belonging to the grain boundaries or amorphous
ayers, colored as gray, shown in Fig. 3�c�. It is seen that crystal-

Fig. 3 Initial neck growth with respect to time „a…, the temp
points are labeled as B, C, D for each size particle. The blue
3,1077-atom particles, respectively „b…. and configurations
atoms colored according to their local structure „c….
ine structure is formed in the necking region after the initial rapid

92404-4 / Vol. 130, SEPTEMBER 2008
neck growth at low temperature �400 K�. At the beginning of the
heating process, a dislocation at the necking region is developed
indicated by a plane of stacking faults �hcp�. During the heating,
instead of increasing the hcp atoms, the grain-boundary �amor-
phous� atoms keep growing at the necking region suggesting that
grain-boundary sliding could be responsible for most of the step-
like transformations up to the turning point B.

For particles consisting of 5053 atoms, the quick drops at B and
D can still be distinguished. However, unlike the case for 2633-
atom particles, the steplike drop before B is absent. The reason
could be that larger size particles can pile up dislocations in the
interior, rendering the dislocation mechanism less important �13�.
Meanwhile, with a lower fraction of atoms assigned to grain
boundaries, the grain-boundary sliding becomes less possible
�25�. Instead, the atom trajectory reveals that grain-boundary dif-
fusion is the dominant mechanism at this point, as shown in Fig.
4�b�, where atoms migrate along the boundary between the two
particles. To study the mechanism of the observed drop at point B,
the atom motion trajectory between B and C is also plotted in Fig.
4�c�. It can be seen that a large portion of atoms move from the
center region to the neck region. Contrary to what one might
expect, the movement as observed through the atomic motion is
not symmetric. Evidently, the neck grows by surface diffusion on
the “top” of the particle, while interior atoms move down to fill in
the neck at the “bottom,” developing a flow pattern similar to the
reported by Zachariah �26� in a simulation of coalescence of two
580-atom particles. It appears that coalescence takes place via

ture dependence of the radius of gyration. The transitions
rple, and red labels and curves represent 2633-, 5053-, and
the 2633-atom particle pair at different temperature, with
era
, pu
of
both a surface and a grain-boundary mechanism. However, unlike
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he conventional grain-boundary diffusion where atoms migrate
long a very thin grain-boundary layer �6�, a large portion of
toms outside the grain-boundary layer also participate in the
ovement. The flow pattern resembles a viscous flow type mo-

ion. The deviation from normal diffusion could be attributed to
he failure of linear diffusion kinetic law in the presence of the
arge driving force for these nanoscale dimensions �15�. This can
lso be attributed to the accumulation of amorphous layer. Calcu-
ations of the fraction of atomic structure composition reveals that
t point B, around 78% of the atoms are amorphous. It is known
hat viscous flow is a very important mechanism for amorphous

aterials �27�. The accumulation of amorphous layer enabling
apid viscous flow driven by surface curvature to reduce surface
nergy could be another possible reason for the drop at point B.
ang �28� also reported a premelting transformation accompany-

ng a structural change from fcc to hcp. It was suggested in his
aper �28� that it is the building up of an amorphous layer during
he heating process that drives the premelting transformation
here planes of atoms slide against each other, thus transforming

cc atoms into hcp and vice versa. The transformation in the
resent study can be due to a similar mechanism, except that no
tructural change is found, which could also be attributed to the
xceptionally high fraction of amorphous atoms. Lastly, it needs
o be pointed out that for such small particles, surface energy
ends to be very important, therefore resulting in a surface tension
riven atomic migration that might be faster than normal force
ree diffusion migration. To quantitatively understand the differ-
nce in neck growth rate, MD results will be compared to analyti-
al predicting in the next section. Starting from C, the evolution
lows down due to the so-called “spherication” process. This pro-
ess is driven by curvature induced surface diffusion. This process
ontinues until D where melting occurs and the cluster collapses
nto a sphere.

For larger particle �31077 atom�, it can be noted that the tran-
ition points �B and D� approach each other �28�. As a conse-
uence, the transition point B is less apparent and occurs very

Fig. 4 Motion of atoms during the tr
from A to B „b…, and B to C „c… for 5
and „e… represent the motion of atom
transition between the two points ind
5„d…, respectively
lose to D. Correspondingly, the reduction of the radius of gyra-

ournal of Heat Transfer
tion is completed almost entirely by the melting transition for the
large particles with the heating rate considered. As will be pointed
out in Sec. 3.3, grain-boundary and surface diffusions are the ma-
jor mechanisms for neck growth before reaching melting for this
size of particle. To summarize, the major contributing solid-state
neck growth mechanisms during laser heating for different par-
ticle sizes are listed in Table 1.

3.3 Comparison With Neck Growth Model. The time re-
solved neck growth during the heating predicted by the modified
neck growth model for solid-state diffusion is plotted along with
the MD simulation results for 5.4 nm �5053 atoms� and 10 nm
�31,077 atoms� particles subjected to different heating rates. It can
be found that the analytical modeling always underestimates the
growth rate for 5.4 nm particles when the neck growth undergoes
through the intermediate transition �point B, indicated in Figs. 3
and 5�. The possible causes for this departure have been discussed
in the previous section. On the contrary, satisfactory agreement
can be found for 31,077-atom �10 nm� particles. In Fig. 5�c�, the
solid-state neck growth model reasonably predicts the neck radius,
indicating that surface diffusion and grain-boundary diffusion are
mostly responsible for the neck growth. Correspondingly, Fig.
4�d� showing the atomic trajectory between the two arrows, as
described in Fig. 5�c�, clearly indicates that very active atomic
movement can only occur at the surface and along grain boundary
in agreement with the analysis. The agreement in Fig. 5�d� is less

ition from A to B for 2633 atoms „a…,
-atom particle; figures subtitled „d…

for 31,077-atom particles during the
ted by arrows in Fig. 5„c… and in Fig.

Table 1 Summarized major neck growth mechanisms during
laser sintering for different particle sizes

Size
Major solid-state neck growth mechanisms during laser

heating

2633 atoms Grain-boundary slidings/dislocations; surface diffusion
5053 atoms Grain-boundary diffusion; surface diffusion; viscous flow

31,077 atoms Grain-boundary diffusion; surface diffusion
ans
053
s
ica
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atisfactory mostly due to the stepwise neck growth indicated in
he figure. Similarly, to provide an insight into this stepwise tran-
ition, the atomic trajectory between the arrows as indicated in
ig. 5�d� is plotted in Fig. 4�e�. It can be seen that the major
ontributions of atomic movements originate from the contact line
f the neck surface. The radius of the neck surface is very small
nd therefore a deviation of neck growth rate can be expected as
xplained by Pan �15� and Zeng �13�.

It should be pointed out that in the current study, only the
olid-state diffusion driven neck growth within the entire sintering
nd coalescence process has been discussed using the analytical
odel. The temperature range covered so far is below the equi-

ibrium melting temperature. The remaining of the neck growth
rocess and the completion of the coalescence require the particle
emperature to approach or even exceed melting temperature,
here especially higher neck growth rate is expected as described

n Fig. 5 for the final stage in the process. It is believed that the
nal stage can be described by K-F model �10� with given precise
alues of viscosity �as a function of temperature�. Evaluation of
he viscosity using the MD simulation to complete the description
f the coalescence is still under investigation.

Conclusions
MD simulation was applied to study the solid diffusion necking

rowth of gold nanoparticles induced by laser heating. A classical
eck growth model was modified to enable prediction of the neck
rowth during the continuous heating process. With the assistance
f MD simulation, the detailed neck growth mechanisms were
dentified and analyzed for different particle sizes. Satisfactory

Fig. 5 The comparison between analytical model and MD s
„d…. The solid line is the analytical model and circle is the M
greement between analytical neck growth model and MD simu-

92404-6 / Vol. 130, SEPTEMBER 2008
lation was found only for large particles �10 nm�. The small grain
size effects for particle below 10 nm are the major causes for the
failure of the conventional model.
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Patterns of Double-Diffusive
Natural Convection With
Opposing Buoyancy Forces:
Comparative Study in Asymmetric
Trapezoidal and Equivalent
Rectangular Enclosures
The patterns arising from instabilities of double-diffusive natural convection due to ver-
tical temperature T and solute concentration c gradients in confined enclosures are
investigated numerically with the finite-volume method, for mixtures with Lewis numbers
Le both Le�1 (e.g., air-water vapor) and Le�1. The problem originated from the need
to gain better understanding of the transport phenomena encountered in greenhouse-type
solar stills. Therefore, an asymmetric, composite trapezoidal geometry is here the origi-
nal geometry of interest, for which no studies of stability phenomena are available in the
literature. However, this is first related to the simpler and more familiar rectangular
geometry having the same aspect ratio A equal to 0.3165, a value lying in a range for
which available results are also limited, particularly for air-based mixtures. The case of
opposing buoyancy forces is studied in particular (buoyancy ratios N�0), at values N
��1, �0.5 and N��0.1, for which a wide spectrum of phenomena is present. The
thermal Rayleigh number Ra is varied from the onset of convection up to values where
transition from steady to unsteady convective flow is encountered. For Le�0.86 in the
rectangular enclosure, a series of supercritical, pitchfork steady bifurcations (primary
and secondary) is obtained, starting at Ra�13,250, with flow fields with three, four, and
five cells, whereas in the trapezoidal enclosure the supercritical bifurcation is always
with two cells. For higher values of Ra �Ra�165,000�, oscillatory phenomena make
their appearance for all branches, with their onset differing between branches. The
oscillations exhibit initially a simple periodic pattern, which subsequently evolves into a
more complex one, with changes in the structure of the respective flow fields. For Le
�2 and 5, subcritical branches are also encountered and the onset of convection is in
most cases periodic oscillatory (overstability). This behavior manifests itself in the form
of standing, traveling and modulated waves (SWs, TWs and MWs, respectively) and with
an increase of Ra there is a transition from oscillatory to steady convection, either
directly or, most often, through an intermediate range of Ra with aperiodic oscillations.
In the trapezoidal enclosure, oscillations at onset of convection appear only for N�
�1 in the form of traveling waves (TWs), succeeded by aperiodic and then steady con-
vection, while for N��0.5 and �0.1, the bifurcations are transcritical, comprising a
supercritical branch with two flow cells originating at Ra�0 and a subcritical branch
with either two or four cells.
�DOI: 10.1115/1.2944241�

Keywords: double diffusion, enclosures, bifurcations, trapezoidal
Introduction

Double-diffusive convection, arising from the combined action
f two fields described by variables with two different diffusivity
oefficients, for instance, temperature and solute concentration, is
haracterized by dynamics that are far more complex than con-
ection driven by temperature differences alone. Since more dif-
using components may be present, the more general term “mul-
icomponent convection” has also been introduced �1�. Several
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ournal of Heat Transfer Copyright © 20
fields of application may be listed as relevant to double-diffusive
convection, among others, astrophysics, metallurgy and materials
science, geophysics, geology, etc. �1�. Particularly interesting is
the case whereby the action of one field counteracts the action of
the other. N expresses the ratio of the corresponding buoyancy
forces �2�, so that assisting buoyancy forces arise for N�0 and
opposing ones for N�0. The latter case has been identified by
several researchers as a model problem for the study of bifurca-
tions in the solution of the differential equations that describe the
system.

Generally, available analytical and numerical studies have so
far considered two-dimensional configurations and may be classi-
fied in terms of the direction of the imposed gradients �vertical or

horizontal� and the extent of the fluid domain in the second direc-
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ion �infinite or bounded by rigid walls�. In most cases, infinite
ayers or very large aspect-ratio enclosures have been considered,
sing periodic lateral boundary conditions. Among the most rep-
esentative such studies in configurations involving vertical gradi-
nts are those by Huppert and Moore �3�, Da Costa et al. �4�,
eane et al. �5�, Moore et al. �6�, and Moore and Weiss �7�. Linear

nd nonlinear stability theories have been considered for infinite
ayers with stress-free boundaries and various Prandtl and Lewis
umbers. For fixed Pr, Le, and solutal Rayleigh number, Huppert
nd Moore �3� identified six transition points by increasing the
hermal Rayleigh number, first from the conductive solution to
imple periodic oscillations, which later evolved first into more
omplex ones, then into aperiodic ones, and eventually into steady
monotonic� convection. Da Costa et al. �4� and Moore et al. �6�
tudied the oscillatory patterns in more details, investigating their
patial and temporal symmetric or nonsymmetric features, while
eane et al. �5� based their investigation in the classification of

he oscillatory patterns into traveling, standing, and modulated
aves and the conditions under which each of these are stable.
oore and Weiss �7� studied the interactions between modes char-

cterized by a different number of rolls, in the presence of Hopf,
itchfork, and transcritical bifurcations.

More recently, studies such as those by Mamou et al. �8� and
uriemi et al. �9� have considered vertical gradients of heat and

olute in low-to-medium-aspect-ratio enclosures bounded by rigid
alls, the former study also investigating the square cavity.
amou et al. �8� obtained numerical solutions using the finite-

lement method in enclosures with stress-free and nonslip hori-
ontal boundaries. They also used Galerkin and finite-element
ethod for linear stability analysis, along with weak nonlinear

erturbation theory and the parallel-flow approximation for shal-
ow enclosures with Neumann boundary conditions on the hori-
ontal walls. The latter approach was also employed by Ouriemi
t al. �9� to obtain analytical solutions in shallow cavities, consid-
ring also small angles of inclination and the Soret effect, accom-
anied by numerical solutions using the finite-volume method.

Bifurcation phenomena for opposing buoyancy forces with
orizontal gradients in cavities have been studied numerically,
mong others, by Xin et al. �10� and Bergeon et al. �11�. In the
ormer study, the configurations were an infinite vertical layer and
losed rectangular cavities, including the square one. Transcritical
ifurcations were found in the square cavity, whereas in the infi-
ite layer, alternating pitchfork and transcritical bifurcations were
btained with increasing aspect ratio. Bergeon et al. �11� also
onsidered aspect ratios equal to 1 or higher, up to infinity, for
ifferent angles of inclination and presented bifurcation diagrams,
here pitchfork �primary and secondary� and transcritical bifurca-

ions were identified and the symmetry characteristics of the aris-
ng patterns were examined.

The oscillatory onset of convection from the conducting state,
haracteristic of double diffusive and not common in pure thermal
onvection, has also been confirmed and visualized in experi-
ents by many investigators, most commonly with respect to the

nset of TWs in water-alcohol or water-ethanol binary mixtures
12,13�. Others focused on the transition from TWs to stationary
onvection �14–16�, while presenting evidence of modulated
aves as well �14�. More insights into the development and prop-

rties of the experimentally observed TWs were presented in the
nalytical study by Linz et al. �17�, which considered imperme-
ble sidewalls.

The motivation for the present study arose from the need to
omplete the investigation originally undertaken by the authors in
rder to study the problem of natural convective flow and heat/
ass transfer in greenhouse-type solar stills �18,19�. This flow is

riven by the differences in the values of temperature and concen-
ration between the saline water in the basin �Tb and cb, respec-
ively� and the glass cover �Tt and ct�, i.e., �T=Tb−Tt and �c
cb−ct, and takes place inside an enclosure of an asymmetric
rapezoidal geometry. The above investigations considered many

92501-2 / Vol. 130, SEPTEMBER 2008
aspects of the problem, by covering both the laminar and the
turbulent flow regimes, first in the pure thermal-buoyancy case
�18� and then for double-diffusive convection, with both assisting
and opposing buoyancy forces �19�. When an air-vapor mixture is
considered, the coefficient �* is positive �2�, as is also �; there-
fore N is positive when �T and �c are both of the same sign and
negative in the opposite case. However, opposing buoyancies may
appear during the morning hours, when a temperature inversion
develops with the cover exhibiting higher temperature than the
water in the basin.

The unsteadiness that was observed in the laminar-flow simu-
lations in the form of periodic oscillations and the nonuniqueness
of steady flow patterns encountered led the authors to explore the
features of the instabilities that may be encountered in such con-
figurations for air-based mixtures, extending the range of values
of the governing parameters, particularly N, Le, and Ra. Given the
fact that such phenomena have not been adequately analyzed in
the literature for confined rectangular configurations, and the need
to relate to a simpler geometry, the present work focuses first on a
rectangular geometry, which is taken as the reference and is
equivalent to the actual trapezoidal geometry in the sense that they
have a suitably defined, common aspect ratio and the same cross-
sectional area. With the understanding that these are exactly the
criteria that define here the term equivalent rectangular geometry,
its construction from the original trapezoidal geometry of a solar
still is depicted in Fig. 1�a� �dashed line�. As a characteristic
length, a mean height Hm of the composite trapezoidal cross sec-
tion is selected. As may be easily inferred, the cross-sectional

L

ö1 ö2

H
1

H
m

H

T , cb b

T , ct t

L = 2,5m ö = 60°

H = 0,25m ö = 30°

H = 1,33m

1

1 2

(a)

(b)

(c)

Fig. 1 „a… Original asymmetric trapezoidal geometry †18,19‡
and equivalent rectangular geometry. Computational grid for
„b… equivalent rectangular and „c… original trapezoidal
enclosures.
areas of both shapes of interest are equal. Finally, even though the
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ir-water vapor mixture is the original fluid of interest �Le�1�,
he study extended itself to a wider range of mixtures with higher
ewis numbers �Le�1�, still using air as the base fluid �solvent�.
uch configurations relate also to problems of flow and heat trans-
er in attic spaces of buildings �20� and to triangular geometries in
eneral, which are known to exhibit their own bifurcation charac-
eristics and are of current interest �21,22�. To limit the scope of
his work, for fluid mixtures with Le�1, the range of Rayleigh
umbers is limited to values up to the onset of oscillatory behav-
or that emanates from the steady convective solutions. That is,
his behavior is not being considered in detail for Le�1, but only
he oscillatory behavior at the onset of convection.

Mathematical Model

2.1 General Description. The mathematical model employed
or the numerical computation of the flow, temperature, and con-
entration fields using the finite-volume method is based on the
tream function � and vorticity 	. This approach offers advan-
ages in two-dimensional natural convection problems, particu-
arly when the pressure, which with this approach is eliminated
rom the system of equations, is not of interest. In the rectangular
eometry, a formulation of the equations in a Cartesian coordinate
ystem would have been sufficient. However, here the same ver-
ion of the code as in the trapezoidal geometry �Papanicolaou et
l. �18�� is used, so that the solution in both cases is obtained on a
eneralized, curvilinear coordinate system �
 ,�� after a suitable
ransformation of the space derivatives.

The equations are first written in a Cartesian coordinate system,
ondimensionalized with the width L for the space coordinates, as
his is a more convenient length to use in the trapezoidal geom-
try, while the dimensionless Cartesian velocity components are
sed to describe the flow field, along with � and . The Bouss-
nesq approximation is used and the Soret and Dufour effects are
eglected. The thermal Rayleigh number is denoted simply by Ra,
r by either RaH and Ram, respectively when it is based on the
eight H of the rectangular or the mean height of the trapezoidal
nclosure Hm, which are equal. Besides, by using the ratio N as an
ndependent parameter, the concentration Rayleigh number Rac
eed not be further referenced in what follows.

Model Equations: Boundary Conditions
The computational grids used for each geometry are shown on

igs. 1�b� and 1�c�. For these grids, the equations need to be
ransformed from the Cartesian system �X,Y� to a generalized,
urvilinear system �
 ,�� so that the following system of equations
s obtained.

In stream function equation,

B11

J2

�2�

�
2 +
B22

J2

�2�

��2 + 2
B12

J2

�2�

�
��
+ P

��

�

+ Q

��

��
= −  �1�

In generalized transport equation,

J
��

��
+

�

�

�U1� − ��

B11

J

��

�

� +

�

��
�U2� − ��

B22

J

��

��
�

=
�

�

���

B12

J

��

��
	 +

�

��
���

B21

J

��

�

	 + JS� �2�

here � represents the variables , �, and C and J is the deter-
inant of the coordinate transformation matrix J=det��xi /�
 j�.
he diffusion coefficients �� and source terms S� are defined in
able 1. The velocities U1, U2 are equal to U1=�11U+�21V, U2
�12U+�22V, and the dimensionless temperature and concentra-

ion are �= �T−Tt� /�T ,C= �c−ct� /�c. For the metric factors �ij,

ij and the control functions P, Q, the reader is referred to Refs.
18,19�. The boundary conditions are those of no-slip �U=V=�
0� on the solid walls, whereas �=C=1 along the bottom and �

C=0 along the top horizontal surface, respectively. The vertical

ournal of Heat Transfer
sidewalls are taken as adiabatic, both with respect to heat and to
mass transfer.

4 Numerical Scheme
The finite-volume method is used, along with an unsteady nu-

merical procedure since the objective is to study the oscillatory
phenomena that are expected, either at the onset of convection or
at large values of Ra. More details about the numerical approach
and its validation may be found in previous studies by Papanico-
laou et al. �18,19�. Here, it is briefly mentioned that the alternating
direction implicit �ADI� method is used to advance Eq. �2� in time
and the successive over-relaxation �SOR� for Eq. �2�, the latter
method using a nine-point stencil since additional terms appear in
the tranformed Poisson equation compared to the Cartesian case.
The convective terms in Eq. �2� are discretized using the high-
order HLPA scheme. The computer code was validated in a series
of selected test cases for which experimental, benchmark numeri-
cal or analytical solutions were available, both for laminar and
turbulent flows including double-diffusion problems and trapezoi-
dal geometries �Papanicolaou et al. �18,19��. A nonuniform 61
�61 grid was found adequate for grid-indepenedent results as
will be demonstrated below, with a maximum allowable time step
of ��=2�10−6 in the rectangular and 10−6 in the trapezoidal
geometry. The effect of the grid dimensions on the results is pre-
sented in later sections.

5 Results and Discussion

5.1 Model Parameters. Based on the angles and the actual
dimensions of the composite trapezoidal geometry �Fig. 1�a��, the
mean height Hm is found equal to 0.79125m, so that a rectangular
cavity of aspect ratio A=Hm /L=0.3165 arises. The first system in
this investigation is the air-vapor mixture, for which the Schmidt
number is equal to Sc=� /D=0.60, and, thus, the Lewis number,
obtained for Pr=� /�=0.7, is equal to Le=Sc /Pr=0.86 �2�. For
this mixture, the previous investigation in the trapezoidal geom-
etry �19� considering N=−1 as the base value for the case of
opposing buoyancy forces found that steady laminar flow prevail-
ing at low Ra exhibits a periodic oscillatory behavior at values
RaL=Ram /A3�4.5�106 �Ram�142,670�. Therefore, the present
study starts by still taking N=−1 as the base value for both ge-
ometries but, as will become obvious from what follows, it is
necessary for the investigation to start at much lower values of Ra,
since the phenomena in the laminar, steady-flow region also
present significant interest.

5.2 Rectangular Geometry. In this case, the study by
Mamou et al. �8�, using linear and nonlinear stability analyses and
for the case when the imposed concentration gradient has a stabi-
lizing effect �Rac�0� and the temperature gradient a destabilizing
one �Ra�0�, obtained solutions both for an infinite horizontal
layer and for confined enclosures, with rigid sidewalls. Ouriemi et
al. �9� using a similar analysis presented results for slightly in-
clined cavities also, with or without the Soret effect. Both studies
have distinguished between two major ranges of Lewis number
values, namely, Le�1 and Le�1. In the former case, the transi-

Table 1 Diffusion coefficients �� and source terms S� for vari-
able � in the generic transport equation, Eq. „2….

� �� S�

 Pr
−RaL Pr �1

J � ���21��

�

+�22 ��

�� �+N��21�C

�

+�22�C

�� ��
� 1 0
C 1/Le 0
tion from the rest state to convection is always of supercritical
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ature, whereas, in the latter case, subcritical transition is also
ossible and generally the preferred mode. Therefore, in the
nalysis that follows values of Le that lie within both these re-
ions are selected. On the other hand, an important parameter is
he buoyancy ratio N, which is first assigned the base value used
n Ref. �19�, N=−1, but then additional values in the range −1

N�0 are also examined.
Le�1: Low-to-Intermediate RaH. By selecting either the rest

tate or the pure diffusive solution as the initial condition, a total
f six pitchfork bifurcation branches of steady-flow solutions were
dentified, consisting of three pairs of equivalent solutions and
hese are all shown in Fig. 2. Bifurcation diagrams are here shown
n terms of the midpoint stream function �Fig. 2�a�� along with the
espective flow- and temperature-field patterns �concentrations
elds, not differing much from the respective temperature fields,
re omitted for the sake of brevity� and the horizontal velocity
omponent at a selected point on the left half of the enclosure
Fig. 2�b��. The branches are identified by the number of cells in
he flow field and letters a and b that indicate their location in the
elocity diagram �positive or negative values of velocity�. The
ure diffusion �trivial� solution with zero flow was obtained below
he value RaH=13,250, where the first steady-state convective so-
utions made their appearance, characterized by three recirculating
ells. The nonsymmetric appearance in Fig. 2�a� is due to the fact
hat the branches are numerically obtained from discrete points,
nd the inherent features of the numerical code make it biased
oward one or the other of two equivalent branches �a or b�. In
ddition, even though all bifurcations are supercritical pitchfork,
nly branches 3a and 3b appear to originate from the trivial solu-
ion �zero amplitude of � ,V�. These branches are stable at zero
mplitude, whereas 4a and 5a–b are not, a point which will be
urther clarified below.

At the value RaH=20,000, the equivalent solution with three
ells but with the opposite sense of rotation �branch 3b� first ap-
eared, whereas branch 4a made its first appearance at RaH
27,550 and 4b was more difficult to obtain, first appearing at

aH�52,700. At a slightly higher value of RaH, RaH�53,000,
ranch 5b with five recirculating cells, exhibiting central symme-
ry, first appeared, while branch 5a even though setting in much
ater, at RaH�65,000, was the preferred mode for a wider range
f values thereupon �at least for up to RaH�90,000�. The mean
usselt number, divided by the conduction value, is also plotted

n terms of RaH in Fig. 2�c�, where it may be observed that its
alue decreases with an increase in the number of cells.

Le�1: High RaH. All six branches already described exhibited
n oscillatory behavior with an increase in the Rayleigh number,
fter undergoing a Hopf bifurcation. Each mode exhibits its own
atterns and the phenomena are quite diverse. The evolution to the
scillatory regime is generally accompanied by changes in the
hape and size of the cells of Fig. 2�a�, a fact that, for instance, in
he case of branches 3a and 3b, is responsible for the change in the
lope of the �mid curves in Fig. 2�a� at high RaH. In all cases, the
nner cells are squeezed as the outer ones grow inwards and a
radual inclination of the cells with respect to the vertical devel-
ps. The odd-numbered patterns of cells always maintain central
ymmetry in this process, while the four-cell mode maintains ver-
ical symmetry.

At their onset, the oscillations are characterized by a simple
eriodic, sinusoidal form and manifest themselves in the form of a
waying motion about the original vertical cell axis. With a further
ncrease in RaH, the phenomena become more complex, as more
requencies appear. These phenomena set in earlier for branches
a and 5b �at RaH�165,000, Figs. 3�a� and 3�b�, whereas for the
emaining four branches these appear at RaH�215,000. The onset
f oscillatory phenomena for branches 4a and 4b is accompanied
y a doubling of the number of cells �Fig. 3�c��, while the oscil-
ations manifest themselves again with the swaying motion de-
cribed above. The oscillation of the cells for branches 3a and 3b

re about their vertical axis, starting at RaH�215,000 and becom-

92501-4 / Vol. 130, SEPTEMBER 2008
ing quite complex already at RaH�220,000 with a significant
increase in the period of oscillations �Fig. 3�d��. The structure of
the flow field exhibits drastic variations, always, however, main-
taining central symmetry.

Le�1, N=−1. Here, the values Le=2 and Le=5 are selected,
which cover a wide range of fluid mixtures with air as the solvent
�2� and, for each of these, the value of N is first set at N=−1 and
then successively reduced to N=−0.5 and N=−0.1. In this range
of values of Le, subcritical convection and oscillatory flow �over-
stability� are expected, with the oscillations typically manifesting
themselves as either standing wave �SW� or TW �5�. Which of the
two modes will prevail depends, apart from physical parameters
such as Le, N, and the Rayleigh number, on whether an un-
bounded domain or one bounded by rigid walls is considered.

For N=−1 and Le=2, convection is indeed found to set in in an
oscillatory fashion, and more specifically in the form of SWs. This
occurs first at RaH=25,000, whereas for RaH�25,000 the pure
diffusion solution is obtained with zero flow. First, a SW flow
pattern with three cells, having a fixed location in space and re-
versing their sense of rotation periodically, sets in, whereas at
RaH=40,000, a SW regime with two cells is established �three-
and two-cell modes, respectively�. When starting from a quiescent
state, the oscillations take longer times to reach saturation for the
three-cell mode compared to the two-cell mode �dimensionless
times of 1.2 and 0.55, respectively�, as may be seen in Fig. 4�a�.
In Figs. 4�b� and 4�c�, the two limiting states of the oscillating
flow field within a cycle for each mode are shown after saturation
has been attained. The three-cell mode persists up to RaH
=34,000, whereas above that value and up to RaH=39,000 a com-
petition between the two modes occurs, evidenced by flow pat-
terns with alternating three- and two-cell modes.

Upon increasing the Rayleigh number, more complex oscilla-
tory patterns appear, still with two major cells. The number of
cells changes at a value of Rayleigh equal to RaH=70,000, with
the complex periodic pattern still persisting for up to RaH
=90,000, followed by a wide range of values of RaH where the
oscillations become chaotic, a behavior which was called chaotic
waves �CWs� by Deane et al. �5�. At around RaH=180,000, the
flow stabilizes to an almost steady convective, centrosymmetric
pattern with three cells, a state for which the term stationary over-
turning convection �SOC� has prevailed over the past decades
�16,17�. This pattern exhibits hysteresis, since by reducing the
Rayleigh number starting from the solution at RaH=180,000 the
almost steady behavior is obtained also at RaH=170,000 and first
at RaH=160,000 the flow returns to the CW regime described
earlier. On the other hand, moving upwards by increasing the
value of RaH, the steady behavior was found to persist for up to
RaH=280,000, the highest value considered here.

The onset of convection is similar at the higher value of Le,
Le=5 and still at N=−1, with zero flow obtained for RaH
�11,000 and SW oscillatory patterns with three and two cells
obtained in the range RaH�11,000–18,000, succeeded by a more
irregular pattern thereupon. These are obtained by initializing the
computations from the solution at the immediate lower RaH. If,
however, initialization is made from the quiescent state, a regular
TW pattern now appears at RaH=25,000, characterized by a single
frequency, as may be seen in Fig. 5. Since the horizontal extent is
equal to 1 �dimensionless�, the speed of the wave �or phase ve-
locity� may be computed as the inverse of the period of the TW
and the calculated value is shown in Fig. 5.

Similar results in the form of TWs are obtained for RaH up to
RaH�29,000. At Ra=30,000, however, the state obtained is an
aperiodic-oscillatory one, persisting for a wide range of RaH
above that value and succeeded by a SOC pattern first at RaH
=70,000. At this RaH, it was possible to obtain both three- and
four-cell modes, the former one by initializing with the quiescent
state, while the latter one by starting the computations from the
diffusion solution, respectively. All these steady and oscillatory

branches obtained for N=−1 at Le=5, are depicted in Fig. 6�a� in
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oth three- and four-cell steady branches revert to the aperiodic-
scillatory state upon reducing RaH �dashed line�, the former al-
eady at 40,000, whereas the latter at 30,000, after first going
hrough a new mode of low-frequency and amplitude, periodic
scillations at RaH=35,000.

Le�1, −1�N�0. Reducing now the buoyancy factor to N=
0.5, first at Le=2, the behavior of the system changes signifi-
antly. Now the overstability sets in at RaH=6500 �Ra0=3.46� and
he arising oscillatory state is limited to within a narrow range of
alues �up to RaH=7250�. The main pattern is that of single-
requency periodic SW, with three cells. Contrary to the findings
or N=−1, the SW regime is directly succeeded by SOC as soon
s RaH attains the value of 7300 and, even though at lower values
f RaH the three-cell mode is the preferred one, at higher values a
teady, four-cell mode now arises �Fig. 6�b��. This may be sus-
ained for up to RaH=9000 �Ra0=4.79� upon reducing RaH, re-
erting to the three-cell mode at RaH=8000. Proceeding back-
ards along the three-cell branch, a hysteresis is observed, since

teady flow persists up to a saddle node, estimated at RaH
6500.
For the same value of the buoyancy parameter, N=−0.5, and for

e=5, some new phenomena have been observed. As for N=−1,
W and TW patterns are both obtained, for up to RaH=4800.
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tion of �mid for the three-cell branch at RaH=2
owever, at RaH=5000, a new, MW pattern makes its appearance
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�Fig. 6�c�� and persists for up to RaH=5400. A TW pattern also
sets in, with translating motion from right to left and limited
within the left half of the enclosure, for up to RaH=6500, fol-
lowed by SOC with three flow cells at RaH=6600 and a four-cell
mode at RaH=20,000, maintained down to RaH=7000 upon re-
ducing the Rayleigh number. Then, interestingly enough, at RaH
=6500, a new asymmetric, steady-flow pattern establishes, with
two main cells shifted to the right of the enclosure �about 2 /3 of
its length�, leaving the remaining 1 /3 at a very low flow intensity,
as shown in Fig. 6�d�. On the other hand, by reducing Ra, the
three-cell mode reverts to the MW pattern described earlier, at
RaH=5000.

At the smallest value of N considered, N=−0.1, first at Le=2, a
new sequence of states is obtained, since overstability is not found
for any value of RaH, while, on the other hand, the steady con-
vection obtained is supercritical, with a critical value of Rasup
�2300, that is, at 1.225 times the critical value for thermal buoy-
ancy alone. Still at N=−0.1 and for Le=5, zero flow is obtained
for Ra�2800, whereas oscillatory flow �SW� with three cells is
obtained only within a narrow range of Ra, Ra=2800–2900.
Steady flow with three and four cells is obtained above these
values, the former mode exhibiting hysteresis and the latter revert-
ing to the three-cell mode by decreasing Ra.

Comparison With Stability Analysis: Literature Results. First,
considering the Le�1 results, from the stability analysis of
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Mamou et al. �8� and Ouriemi et al. �9�, the critical values for each
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uccessive supercritical bifurcation i obtained by linear stability
nalysis may here be written as

Racr,i =
1

1 + NLe
Rai

sup �3�

here Rai
sup are the critical values of the RB problem for the same

eometry. For a finite aspect-ratio cavity, bounded by rigid side-
alls, Jackson and Winters �23� have obtained the first two eigen-
alues of the RB problem as a function of the aspect ratio and
rom that study and for the present aspect ratio A=3.16, it may be
ound by interpolation that Ra1

sup=1878 and Ra2
sup=2042, corre-

ponding to three- and four-cell modes, respectively. By virtue of
q. �3�, Racr,1=13,146 and Racr,2=14,294 are obtained for the

espective critical values of the double-diffusion problem. The
rst one lies exactly in the range found here numerically �13,000-
3,250�. The delayed onset of the four-cell mode based on the
ritical Ra values may be interpreted in view of the effect of
idewall boundaries and the competition between modes in the
B problem, which was analyzed, among others, by Metzener

24�. In the present case, above the value of Racr,2=14,294 both
he three- and the four-cell modes are possible according to the
inear stability analysis, and the nonlinear effects are the ones that
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etermine the preferred mode, so that the three-cell mode contin-

ournal of Heat Transfer
ues to be the preferred one up to RaH=27,550.
Similar phenomena have been discussed in the RB problem in

porous media by Riley and Winters �25� and in the analysis of the
Eckhaus instability by Tuckerman and Barkley �26�. They distin-
guished between primary and secondary bifurcations, the former
emanating from trivial solutions �eg., zero flow� while the latter
from branches of primary bifurcations. Based on their analysis, it
can be claimed that here branches 3a,b are the primary bifurca-
tions, whereas at Ras,2�22,000, there is a secondary bifurcation
stabilizing the four-cell mode, which is necessarily unstable at its
onset �26� and, thus, in the interval Racr,2 and Ras,2. As for
branches 5a and 5b, these may also be viewed as competing with
the four-cell branches at higher RaH, whereby the four-cell mode
is the preferred one for RaH�65,000 and the five-cell mode for
RaH�65,000, even though the latter may be obtained already at
RaH=52,700. Hysteresis is also present in the exchange between
the four- and the five-cell modes.

Proceeding now to the Le�1 results, the critical values for
supercritical convection may again be found from Eq. �3�. This
here is the case only for N=−0.1, Le=2, where a value of Rasup

=2347 is computed. This is in very close agreement to the numeri-
cal result, which located the supercritical bifurcation point be-
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tween La=2300 and 2400. As far as the critical value for oversta-

SEPTEMBER 2008, Vol. 130 / 092501-7



b
i
M
l
p
t

w
�
o
e
�
a

F
s
p
o
=

0

ility, critical values have been presented by Dean et al. �5�, for an
nfinite layer with stress-free horizontal boundaries and by

amou et al. �8� for various types of boundary conditions, using
inear stability analysis and an approximate approach. In the
resent notation, the expression for the critical value can be writ-
en as

Racr
over =

b

1 − aNLe
Rai

sup �4�

here a=−�1+�iPr Le� / �Le2�1+�iPr��, b= �Le+1��1+�iPr Le� /
�iPr Le2�, and �i is a parameter that depends on the aspect ratio
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8�, for the present aspect ratio and rigid-rigid horizontal bound-

-2.296

5.967

-4
.6

5
7 7

.1
4

8

2.4
26 -5.838

4.
78

7

-6.428

-2.296

4.196

-4
.0

67

3.
60

6

1.245

-1
.7

06

1.
83

5

0.065

-1
.1

16 -2
.2

9
6

1.245 -2
.2

96

�

�

�

�

�

τ × 1000

Ψ
m

id

0 100 200 300 400 500-10

-7.5

-5

-2.5

0

2.5

5

7.5

10

ig. 5 TW pattern in the flow field for the rectangular enclo-
ure with Le=5, N=−1 and RaH=25,000. Time history of mid-
oint stream function and streamlines at five different instants
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ries with Dirichlet boundary conditions, �1�2 for the first
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�three-cell� mode is obtained. Therefore, the critical values for
oscillations obtained for Le=2 are 18,351, 6328 at N=−1 and
−0.5, respectively, whereas no oscillatory onset of convection is
found possible at N=−0.1. The latter finding was indeed con-
firmed by the numerical results, whereas the onset of oscillations
was numerically predicted at values of Ra, equal to 25,000 and
6500 for N=−1 and −0.5, respectively. The latter value is in good
agreement, while the former is found higher. The same trend is
also observed for Le=5, whereby for N=−1, −0.5, and −0.1 from
Eq. �4� the values 7727, 3863, and 2759 are computed, while
numerically the oscillations first appear at 11,000, 4200, and 2800,
respectively. Again, the agreement is good at the lower absolute
values of N but significantly delayed for N=−1. This might be
attributed to the particular case being more sensitive to the effect
of aspect ratio and sidewall boundary conditions, which may not
be adequately taken into account in the linear stability analysis.
For the same reason, the authors could also not confirm numeri-
cally the critical values for the onset of subcritical convection
Racr

sub obtained by a weak nonlinear analysis �8�.

5.3 Trapezoidal Geometry
Pure Thermal Convection (N=0). Due to the nonsymmetric na-

ture of the present geometry, pitchfork bifurcations, which are
symmetry breaking bifurcations, are not expected, unlike the rect-
angular enclosure case. Indeed, results obtained for N=0, here
only briefly discussed due to lack of space, confirmed the pres-
ence of a transcritical bifurcation, comprising a supercritical
branch with two cells �Fig. 7�a�� and a subcritical branch with
four cells �Fig. 7�b��. It was found that the critical value for su-
percritical convection is Rasup=0, i.e., motion starts as soon as
�T�0. This can be justified, since in the trapezoidal enclosure
case �T may not be viewed as applied entirely in the vertical
direction, but also as producing a horizontal differential-heating
effect, known to induce convective motion already as soon as �T
exceeds zero. In order to define Ra0 therefore in the trapezoidal
case, the critical value Rasup for the onset of convection in the
rectangular enclosure is still considered in what follows. The sub-
critical branch was first obtained numerically for Ram=30,000,
and traced backwards to a saddle-node point at Ram�13,750. At
Ram=31,705, �RaL=106� the supercritical branch exhibited al-
ready the first periodic oscillations, an indication of a Hopf bifur-
cation taking place. It is worth mentioning that this configuration
with N=0 has also been studied in the fully turbulent regime by
Papanicolaou et al. �18�.

Double-Diffusive Convection, Le�1. The case with Le=0.86
and N=−1 was considered, extending essentially the results of
Papanicolaou and Belessiotis �19� to lower Rayleigh numbers,
covering now the range from the onset of convection to the
threshold of unsteadiness of the steady branches. It was found that
convection at its onset is of supercritical form, with a critical
number Rasup�8000. The main flow pattern consists of two major
cells, as shown in Figs. 7�c� and 7�d�. It is interesting to observe
that the cell occupying the left section is clockwise �cw� rotating
for N=−1 but counterclockwise �ccw� rotating for N=0, when
both cases were initialized from the quiescent state.

For N=−1 at Ram=20,000, the cw rotating cell to the left domi-
nates, both in size and strength of recirculation; however, at higher
values �Ram=95,114 or RaL=3�106� the ccw rotating cell in-
creases in strength and size and pushes the cw rotating cell to the
left, giving it a more skewed appearance �Fig. 7�d��. Gradually, a
small third cell develops just below the top edge of the cavity and
is responsible for the periodic-oscillatory behavior that follows
and sets in at Ram=126,818 �RaL=4.5�106�. This phenomenon
has already been discussed in a previous study �19�. Figure 7�e�
illustrates the form of the supercritical convective branch in terms
of the maximum stream function value �max and compared to the
same quantities for N=0. No steady modes with a number of cells
greater than 2 were found for this set of parameters.
Double-Diffusive Convection, Le�1. Given the variety of
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tates that were found to develop in the rectangular cavity for
e�1 by varying the value of N, as already outlined in the pre-
eding sections, the corresponding phenomena were now investi-
ated in the trapezoidal geometry. As before, first the value of
e=2 with N=−1 was considered. Convection does not start until
am=35,000, where it sets in in a periodic-oscillatory fashion as

ndicated in the plot of the midpoint value of the stream function
n Fig. 8�a�. This periodic behavior, which is represented by a
ubcritical branch, was found to persist for up to Ram=50,000.
imilar to the phenomena observed in the case of the rectangular
eometry with the same parametric values Le and N, the periodic-
scillatory regime is succeeded by a long rage of Ra values where
he oscillations are aperiodic. For the present set of parameters,
his range was found to extend from Ram=60,000 to 10,0000. At
am=120,000 SOC is obtained, as may be seen in Fig. 8�b�. The
ow- and temperature-field patterns for this case are also shown in
ig. 8. As may be observed, this pattern is significantly different

han the steady-flow pattern for the value Le=0.86 in Figs. 7�c�
nd 7�d�. In the SOC state, hysteresis has been observed, as this
attern was sustained for up to Ram=95,114 �RaL=3�106� by
educing the Rayleigh number, and reverted to the aperiodic-
scillatory pattern at Ram=90,000.

Quite similar phenomena have been observed for the higher
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Fig. 6 Bifurcation diagrams for the rectangu
−0.5. Special patterns encountered only for Le
metric steady solutions „streamlines and isot
ewis number, Le=5, still at N=−1, with only the critical values

ournal of Heat Transfer
being different. More specifically, periodic-oscillatory convection
was first observed at Ram=13,000, with zero flow at lower values,
and persisted for up to Ram=20,000, being succeeded by aperiodic
convection for 25,000�Ram�37,000 and SOC at Ram=40,000.
Here, the hysteresis effect was more prolonged as Ra was re-
duced, the SOC pattern being sustained for up to Ram=20,000 and
reverting to the aperiodic oscillatory state thereafter. All branches
obtained for N=−1 are depicted in Figs. 9�a� and 9�b�, both for
Le=2 and Le=5, where the maximum stream function is plotted
as a function of Ra0, using time-averaged values for the oscilla-
tory cases.

In order to check the effect of the computational grid on the
results, various dimensions have been considered, starting with
level 1 �31�31�, then successively multiplying the number of
nodes by factors of 2, 3 and 4. In terms of the frequency of
oscillations for the periodic solutions, a comparison has shown
that its value is relatively grid insensitive for the chosen dimen-
sions. Particularly from Level 2, which is the base grid, upwards
the values lie very close to one another �within 1.4%�. The effect
of grid size on the steady solutions is presented below.

The periodic-oscillatory patterns for one selected set of param-
eters �N=−1 and Le=5� are shown in Fig. 10 for Ram=20,000.
Even though it is more difficult to perceive this compared to the
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ince the maxima of the stream function are not shown to have a
xed location in space but move horizontally from left to right
Fig. 10�, as does the characteristic plumelike shape in the tem-
erature field. Another evidence for this is the fact that the oscil-
ations develop much faster than the long times required by SWs
e.g., Fig. 4� and the times needed to reach the final saturated state
re much shorter. The path length for the horizontal movement is
ow shorter than in the rectangular case, since the long inclined
urface inhibits the further horizontal translation of cells. With the
ame reasoning as in the rectangular case �Fig. 5�, a dimensionless
ave speed may be calculated as the inverse of the period of the
W and its value is shown in Fig. 10.
At the lower values of N, N=−0.5 and N=−0.1, and for both

e=2 and Le=5, the phenomena observed exhibit similarities
ince transcritical bifurcations with even-numbered cell patterns
re obtained. The supercritical branch is characterized by a a flow
eld with two main cells and originates at Rasup=0. The subcriti-
al branch is, in general, a four-cell branch, first being captured at
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reverting to the two-cell branch when traced backwards by reduc-
ing Ram. This situation, along with the corresponding flow and
temperature fields, is depicted in Fig. 11 for Le=2, using full
�open� symbols for forward �backard� movement along the steady
branches unless otherwise specified. The only case where no four-
cell branch was observed was for Le=5 and N=−0.5, where in-
stead the supercritical branch with Rasup=0 transitioned to a two-
cell subcritical branch at Ram=3100 upon increasing Ram, after
going through a periodic oscillatory state, which was found to be
stable only around Ram=3000 �Fig. 12�a��. The Nusselt number
diagram for these branches is also shown in Fig. 12�b� where it
may be observed that the subcritical branch is characterized by a
much higher heat transfer rate compared to the supercritical
branch, for which there is only a slight deviation from the con-
duction value.

Some additional aspects of the results for Le=2 and N=−0.5
are shown in Fig. 13. An interesting observation in the flow field
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bserved that this has an almost fixed value, roughly equal to 1.57
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at small Ram, then switching into another constant value of ap-
proximately 1.91 at larger values �Fig. 13�a��. This is accompa-
nied by a growth in the size of the ccw-rotating cell, pushing the
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han the two-cell mode at the same values of Ram. This was al-
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ways found to be the case for all parametric values where the two
modes coexist, whereas in the rectangular enclosure the three-cell
mode exhibited generally higher values of Nub than the four-cell
mode �Fig. 2�c��. Finally, the effect of the grid dimensions is
demonstrated for computations for the four-cell mode at the high-
est Rayleigh number considered for this case, Ram=120,000. As
may be observed in Figs. 13�c� and 13�d�, the grid with dimen-
sions 61�61 �base grid� produces results both for �max and Nus-
selt number, which are within 1% compared to the 121�121 grid
while it requires much less computational effort.

Table 2 summarizes the results obtained for both geometries for
Le�1, providing a comparative overview of all modes obtained
along with the corresponding ranges of Ra.

6 Conclusions
The double-diffusive natural convection with vertical driving

temperature and concentration gradients has been studied numeri-
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able 2 Summary of results for both geometries considered:
alues of N

Rectangular enclosure

−1 −0.5

L

ero flow �25,000 �6500
eriodic oscil. �SW� 25,000–90,000

�three and two cells�
6700–7250
�three cells�

eriodic oscil. �TW� — —
periodic oscil. 100,000–170,000 —
teady, two cells — —
teady, three cells �170,000 �SOC� �6500 �SOC� �24
teady, four cells — �9000 �Subcr.� �3

L

ero flow �11,000 �4200
eriodic oscil. �SW� 11,000–24,000

�three and two cells�
4200–4800
�three cells�

2
�t

eriodic oscil.
TW or MW�

25,000–29,000
�TW�

5000–5400
�MW�

periodic oscil. 30,000–60,000 —
teady, two cells — 6500 �Asymm.�

teady, three cells �50,000 �SOC� �5300 �SOC� �2
teady, four cells �40,000 �SOC� �7000 �Subcr.� �4
ournal of Heat Transfer
In the trapezoidal geometry the onset of convection is supercriti-
cal with two flow cells, whereas transition to oscillatory flow at
high Ra takes place. For Le�1, overstability at onset of convec-
tion in the rectangular enclosure is observed at buoyancy ratio
N=−1, originally in the form of SWs, but then TWs or MWs at
higher Ra have been observed, suceeded first by aperiodic oscil-
lations then changing into steady convection. At lower values of
N, the SW is the preferred mode of oscillations and supercritical
onset of convection is also possible. In the trapezoidal enclosure
case, TWs are the prevailing mode in the oscillatory onset of
convection at high values of N, whereas steady, transcritical bifur-
cations are present at lower values of N, with the supercritical
branch originating at Ra=0. Only an even number of flow cells
�two or four� have appeared in the flow field, with the subcritical
branch characterized by four cells in most cases.

The diversity of expected steady and oscillatory states should
be taken into account in the numerical simulation of natural con-
vection problems in relevant practical applications involving mix-
tures �such as solar stills�, whereby a critical issue is also the type
of initial conditions used to start the computations. Besides, in-
clined boundaries and asymmetry lead to significantly different
stability behaviors for enclosures of the same aspect ratio and
cross-sectional area.

Nomenclature
A � dimensionless average height �or aspect ratio�

of the enclosure A=Hm /L
c � solute concentration �kg solute/kg mixture�
C � dimensionless concentration C= �c−ct� /�c
D � mass diffusivity for solute �m2 /s�
g � magnitude of the gravitational acceleration

�m /s2�
H � maximum vertical height of the enclosure �m�

H1 � height of the vertical side walls of the enclo-
sure �m�

Hm � average height of the enclosure Hm=0.5�H
+H1� �m�

ges of Ram for each regime obtained for Le>1 at the various

Trapezoidal enclosure

0.1 −1 −0.5 −0.1

400 �35,000 — —
— — —

35,000–50,000 — —
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�95,000 �SOC� �0 �Supercr.� �0 �Supercr.�

�Supercr.� — — —
�Subcr.� — �30,000 �Subcr.� �15,000 �Subcr.�

800 �12,800 — —
–2900

cells�
— — —

13,000–20,000
�TW�

3000 �TW� —

22,000–39,000 — —
15,000–50,000

�SOC�
�0 �Supercr.�

�2600 �Subcr.�
�0 �Supercr.�

�SOC� — — —
�Subcr.� — — �15,000 �Subcr.�
ran
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�2
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—
—
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00
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�2
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—
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J � Jacobian of the coordinate transformation ma-
trix J=det��xi /�
 j�

L � length of base of the enclosure �m�
Le � Lewis number Le=� /D=Sc /Pr
N � ratio of buoyancy forces

N=�*�c /��T=Rac /RaL
Nu � Nusselt number averaged over a surface Nu

=
0
1Nusds

Nus � local Nusselt number varying along a surface
Nus= ��� /�n�w

Pr � Prandtl number of fluid Pr=� /�
Rac � concentration�solutal� Rayleigh number based

on the enclosure base Rac=g�*�cL3 /��2

RaL � thermal Rayleigh number based on the enclo-
sure base RaL=g��TL3 /��

Ram � thermal Rayleigh number based on the average
height Hm of the enclosure Ram=g��THm

3 /��
=A3RaL

Sc � Schmidt number Sc=� /D
t � physical time �s�

T � local temperature �K�
x ,y � vertical and horizontal Cartesian coordinate

distance respectively �m�
X ,Y �or Xi� � dimensionless vertical and horizontal Cartesian

coordinate distance, respectively, X=x /L, Y
=y /L

u ,� � vertical and horizontal Cartesian velocity com-
ponents, respectively �m/s�

U ,V � dimensionless Cartesian velocity components
�U ,V�= �u / �� /L� ,� / �� /L��

reek Symbols
� � thermal diffusivity of air �m2 /s�
� � volumetric coefficient of thermal expansion �

�−�1 /����� /�T�p �K−1�
�* � volumetric coefficient of expansion with con-

centration �*�−�1 /����� /�c�p �kg−1�
�c � vertical concentration difference �c=cb−ct
�T � vertical temperature difference �T=Tb−Tt

� � dimensionless temperature �= �T−Tt� /�T

, � �or 
 j� � coordinates in the curvilinear �transformed

system�
� � kinematic viscosity of air �m2 /s�
� � dimensionless time �= t / �L2 /��

� � dimensionless stream function U=−�� /�Y, V
=�� /�X

 � dimensionless vorticity =�V /�X−�U /�Y

ubscripts
b � value of a variable at the bottom boundary
t � value of a variable at the top boundary

2It should be noted that here Rac is defined using the thermal diffusivity � prac-
ice, which has been adopted by several authors �1,3�, while others use the mass
iffusivity for solute D instead.
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Vertical Free Convective
Boundary-Layer Flow in a
Bidisperse Porous Medium
In this article, we study the effect of adopting a two-temperature and two-velocity model,
appropriate to a bidisperse porous medium (BDPM), on the classical Cheng–Minkowycz
study of vertical free convection boundary-layer flow in a porous medium. It is shown that
the boundary-layer equations can be expressed in terms of three parameters: a modified
volume fraction, a modified thermal conductivity ratio, and a third parameter incorpo-
rating both thermal and BDPM properties. A numerical simulation of the developing
boundary layer is guided by a near-leading-edge analysis and supplemented by a far-field
analysis. The study is completed by a presentation of numerical simulations of the elliptic
equations in order to determine how the adoption of the BDPM model affects the thermal
fields in the close vicinity of the origin. �DOI: 10.1115/1.2943304�

Keywords: bidisperse porous medium, free convection, numerical simulation, asymptotic
analysis
Introduction
A bidisperse porous medium �BDPM, see Fig. 1�, as informally

efined by Chen et al. �1,2�, is composed of clusters of large
articles that are agglomerations of small particles. Thus, there are
acropores between the clusters and micropores within them. Ap-

lications are found in bidisperse adsorbent or bidisperse capillary
icks in a heat pipe. Since the bidisperse wick structure signifi-

antly increases the area available for liquid film evaporation, it
as been proposed for use in the evaporator of heat pipes.

A BDPM may thus be looked at as a standard porous medium
n which the solid phase is replaced by another porous medium,
hose temperature may be denoted by Tp if local thermal equilib-

ium �LTE� is assumed within each cluster. We can then talk about
he f-phase �the macropores� and the p-phase �the remainder of
he structure�. An alternative way of looking at the structure is to
egard it as a porous medium in which fractures or tunnels have
een introduced. One can then think of the f-phase as being a
fracture phase” and the p-phase as being a “porous phase.”

The Darcy model for the steady-state momentum transfer in a
DPM is represented by the following pair of coupled equations

or the Darcy velocities v*
f

and v*
p
, where the asterisks denote

imensional variables,

G = � �

Kf
�v*

f
+ ��v*

f
− v*

p
� �1a�

G = � �

Kp
�v*

p
+ ��v*

p
− v*

f
� �1b�

ere, G is the negative of the applied pressure gradient, � is the
uid viscosity, Kf and Kp are the permeabilities of the two phases,
nd � is the coefficient for momentum transfer between the two
hases.

These equations were applied by Nield and Kuznetsov �3,4� to
orced convection in a channel and by Nield and Kuznetsov �5� to
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the Horton–Rogers–Lapwood problem �the paradigmatic problem
for natural convection in an enclosed region�. These studies were
reviewed by Nield and Kuznetsov �6�.

In this article, we apply the two-velocity two-temperature for-
mulation to a problem that is paradigmatic for external natural
convection in a porous medium, namely, the problem of convec-
tion past a vertical plate, a problem first considered by Cheng and
Minkowycz �7�. The problem leads naturally to a boundary-layer
formulation. We are guided by a study of Rees and Pop �8�. These
authors used a model incorporating two temperatures �local ther-
mal nonequilibrium �LTNE�� but a single velocity. Related work is
presented in Mohamad �9�, Rees and Pop �10�, and Haddad et al.
�11,12�. For the more general aspects of convection in a porous
medium past a vertical plate, the reader is referred to the survey
by Nield and Bejan �13�. A preliminary report on this topic was
presented by Nield and Kuznetsov �14�.

2 Analysis
We consider steady two-dimensional flow in a BDPM induced

by a vertical heated plate held at the constant temperature Tw and
embedded in the BDPM with ambient temperature T�. The equa-
tions of continuity �expressing conservation of mass� for the ve-
locity components in the two phases are

�uf
*

�x*
+

�v f
*

�y*
= 0 �2a�

�up
*

�x*
+

�vp
*

�y*
= 0 �2b�

We note that in the traditional Darcy formulation, the pressure
is an intrinsic quantity, i.e., it is the pressure in the fluid. We
recognize that in a BDPM, the fluid occupies all of the f-phase
and a fraction of the p-phase. We denote the volume fraction of
the f-phase by � �something that in a regular porous medium
would be called the porosity� and the porosity in the p-phase by �.
Thus, 1−� is the volume fraction of the p-phase, and the volume
fraction of the BDPM occupied by the fluid is �+ �1−���. The
volume average of the temperature over the fluid is

TF
* =

�Tf
* + �1 − ���Tp

*
�3�
� + �1 − ���

SEPTEMBER 2008, Vol. 130 / 092601-108 by ASME



e
B

c

H
e
e
v
v
a
a
d
t
�
b

H
t
e
k

0

The drag force �per unit volume� balances the gradient of the
xcess pressure over hydrostatic. Our basic hypothesis is that in a
DPM, the drag is increased by an amount ��v f

*−vp
*� for the

f-phase and decreased by the same amount for the p-phase. Ac-
ordingly, we write the momentum equations as

�p*

�x*
= −

�

Kf
uf

* − ��uf
* − up

*� + �Fĝ�̂�TF
* − T�� �4a�

�p*

�x*
= −

�

Kp
up

* − ��up
* − uf

*� + �Fĝ�̂�TF
* − T�� �4b�

�p*

�y*
= −

�

Kf
v f

* − ��v f
* − vp

*� �4c�

�p*

�y*
= −

�

Kp
vp

* − ��vp
* − v f

*� �4d�

ere, �F is the density of the fluid, �̂ is the volumetric thermal
xpansion coefficient of the fluid, and ĝ is the gravitational accel-
ration. In writing Eqs. �4a� and �4b�, we have recognized that
ariations of pressure due to buoyancy are intrinsic �rather than
olume averaged� quantities, and so the usual procedure of aver-
ging over a representative elementary volume is not necessarily
ppropriate. In the case of buoyancy, the solid and thermal con-
uctivities are not involved, and so it is reasonable to treat the
hermal aspect of buoyancy in a special way. It was found in Ref.
5� that a coherent mathematical representation required that the
uoyancy terms in Eqs. �4a� and �4b� be the same.

The thermal energy equations are taken as

���c� fv f
* · �Tf

* = �kf�
2Tf

* + h�Tp
* − Tf

*� �5a�

�1 − ����c�pvp
* · �Tp

* = �1 − ��kp�
2Tp

* + h�Tf
* − Tp

*� �5b�

ere, c denotes the specific heat at constant pressure, k denotes
he thermal conductivity, and h is an interphase heat transfer co-
fficient �incorporating the specific area�. The precise definition of

Fig. 1 Sketch of a BDPM adjacent to a vertical plate
p is not important for our present purpose. It could be estimated
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by the weighted average, taken over the p-phase, of the fluid and
solid conductivities.

It should be noted that since the velocity in the p-phase will
generally be small in comparison to that in the macropores, it is a
good approximation to assume thermal equilibrium within the
p-phase. We assume homogeneity on the global scale. For further
discussion on LTE, the reader is referred to Rees et al. �15�.

We introduce dimensionless variables as follows:

�x*,y*� = d�x̂, ŷ�, p* =
kf�

��c� fKf
p �6�

�uf
*,v f

*� =
�kf

��c� fd
�ûf, v̂ f�, �up

*,vp
*� =

�1 − ��kp

��c�pd
�ûp, v̂p� �7�

Tf
* = �Tw − T��� f + T�, Tp

* = �Tw − T���p + T� �8�

We also introduce the stream functions 	̂ f and 	̂p defined so that

ûf =
�	̂ f

�ŷ
, v̂ f = −

�	̂ f

�x̂
, ûp =

�	̂p

�ŷ
, v̂p = −

�	̂p

�x̂
�9�

�We use the sign convention in Rees and Pop �8� rather than that
in Nield and Kuznetsov �5�.� We define a Rayleigh number R
based on properties in the f-phase by

R =
�Fĝ�̂�Tw − T��Kfd

��kf/��c� f
�10�

Elimination of the pressure from Eqs. �4a�–�4d� then leads to

�1 + 
 f��2	̂ f − �
 f�
2	̂p = R

��F

�ŷ
�11a�

− 
 f�
2	̂ f + �� 1

Kr
+ 
 f��2	̂p = R

��F

�ŷ
�11b�

where

��F

�ŷ
=

�
�� f

�ŷ
+ �1 − ���

��p

�ŷ

� + �1 − ���
�12�

Here, we have introduced the dimensionless parameters


 f =
�Kf

�
, � =

�1 − ��kp��c� f

�kf��c�p
�13�

Thus, 
 f is an interphase momentum transfer parameter, while �
is a modified thermal diffusivity ratio. Also, the thermal energy
equations ��5a� and �5b�� become

�2� f = ĥ�� f − �p� +
�	̂ f

�ŷ

�� f

�x̂
−

�	̂ f

�x̂

�� f

�ŷ
�14a�

�2�p = �ĥ��p − � f� +
�	̂p

�ŷ

��p

�x̂
−

�	̂p

�x̂

��p

�ŷ
�14b�

where

� =
�kf

�1 − ��kp
, ĥ =

hd2

�kf
�15�

Thus, � is a modified thermal conductivity ratio and ĥ is an inter-
phase heat transfer parameter.

Next, we introduce the boundary-layer scaling,

x̂ = x, ŷ = R−1/2y, 	̂ f = R1/2	 f, 	̂p = R1/2	p �16�
and the shorthand notation
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 =
�

� + �1 − ���
, Kr =

Kp

Kf
�17�

hen, we get

�1 + 
 f�
�2	̂ f

�y2 − �
 f
�2	̂p

�y2 = 
�� f

�y
+ �1 − �

��p

�y
�18a�

− 
 f
�2	̂ f

�y2 + �� 1

Kr
+ 
 f� �2	̂p

�y2 = 
�� f

�y
+ �1 − �

��p

�y
�18b�

�2� f

�y2 = H�� f − �p� +
�	 f

�y

�� f

�x
−

�	 f

�x

�� f

�y
�18c�

�2�p

�y2 = �H��p − � f� +
�	p

�y

��p

�x
−

�	p

�x

��p

�y
�18d�

where

H = ĥ/R �19�

he appropriate boundary conditions are

	 f = 0, 	p = 0, � f = 1, �p = 1 at y = 0 �20a�

�	 f

�y
,

�	p

�y
, � f,�p → 0 as y → � �20b�

hese boundary conditions allow Eqs. �18a� and �18b� to be inte-
rated once to yield

�1 + 
 f�
�	̂ f

�y
− �
 f

�	̂p

�y
= � f + �1 − ��p �21a�

− 
 f
�	̂ f

�y
+ �� 1

Kr
+ 
 f� �	̂p

�y
= � f + �1 − ��p �21b�

e now introduce the usual boundary-layer transformation appro-
riate to the Cheng–Minkowycz problem:

	 f = x1/2f�x,��, 	p = x1/2g�x,�� �22a�

� f = � f�x,��, �p = �p�x,�� �22b�

here

� =
y

x1/2 �23�

ne then has the system

�1 + 
 f�f� − �
 fg� = � f + �1 − ��p �24a�

− 
 f f� + �� 1

Kr
+ 
 f�g� = � f + �1 − ��p �24b�

� f� + 1
2 f� f� = Hx�� f − �p� + x�f�� fx − � f�fx� �24c�

�p� + 1
2g�p� = �Hx��p − � f� + x�g��px − �p�gx� �24d�

ubject to the boundary conditions

f = 0, g = 0, � f = 1, �p = 1 at � = 0 �24e�

� f,�p → 0 as � → � �24f�

t is worth noting that the boundary conditions �24f�, together with
qs. �24a� and �24b�, imply that f�,g�→0 as �→�. In these
quations, the primes denote derivatives with respect to � and the
-subscripts denote derivatives with respect to x.

Equations �24a�–�24d� contain six parameters. Before we pro-
eed further, we demonstrate that the number of parameters can be

educed to 3. The transformation

ournal of Heat Transfer
f��� = CfF��� �25a�

g��� = CpG��� �25b�
where

Cf =
1 + 2Kr
 f

1 + 
 f + Kr
 f
=

� + 2�Kp

� + �Kf + �Kp
�26a�

Cp =
Kr + 2Kr
 f

��1 + 
 f + Kr
 f�
=

�

1 − �
�Kp

Kf
�� kf/��c� f

kp/��c�p
�Cf �26b�

reduces Eqs. �24a�, �24b�, and �24e� to the form

F� = � f + �1 − ��p �27a�

G� = � f + �1 − ��p �27b�

F = 0, G = 0, � f = 1, �p = 1 at � = 0 �27c�

From Eqs. �27a� and �27b�, F−G has zero derivative everywhere,
and by Eq. �27c� has zero value at �=0, and so F−G is identically
zero; that is, F�G. Using this fact, Eqs. �24c� and �24d� then
reduce to

� f� +
Cf

2
F� f� = Hx�� f − �p� + Cfx�F�� fx − � f�Fx� �27d�

�p� +
Cp

2
F�p� = �Hx��p − � f� + Cpx�F��px − �p�Fx� �27e�

We now introduce

A = �Cf
2 + Cp

2�1/2 �28a�

� = tan−1�Cp/Cf� = tan−1� �

1 − �
�Kp

Kf
�� kf/��c� f

kp/��c�p
�� �28b�

so that

Cf = A cos � �28c�

Cp = A sin � �28d�
and rescale so that

F��� = F̃��̃�/A �29a�

� = �̃/A �29b�

At the same time, one can then eliminate the parameter H by
using the transformation

� = Hx �30�
to get the set of differential equations

F̃� = � f + �1 − ��p �31a�

� f� +
cos �

2
F̃� f� = ��� f − �p� + cos � ��F̃�� f� − � f�F̃�� �31b�

�p� +
sin �

2
F̃�p� = ����p − � f� + sin � ��F̃��p� − �p�F̃��

�31c�

The primes now denote derivatives with respect to �̃. These dif-
ferential equations are subject to the boundary conditions,

F̃ = 0, � f = 1, �p = 1 at � = 0 �31d�

� f,�p → 0 as � → � �31e�

We observe that we now have just three parameters, , �, and �, as
defined by Eqs. �17�, �15�, and �28b�, respectively, representing a

volume fraction, a modified thermal conductivity ratio, and a
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ombination of thermal and BDPM parameters. The dependent
ariables are a single stream function and two temperatures.

Analysis Near the Leading Edge
We now perform an expansion in powers of � to third order

tarting from equations Eq. �31a�–�31c�. Accordingly, we make
he expansion

�F̃,� f,�p� = �F̃0,� f0,�p0� + ��F̃1,� f1,�p1� + �2�F̃2,� f2,�p2�

+ �3�F̃3,� f3,�p3� + . . . �32�

nd obtain the equations

F̃n� = � fn + �1 − ��pn for n = 0,1,2,3 �33a�

� f0� +
cos �

2
F̃0� f0� = 0 �33b�

� f1� +
cos �

2
�F̃0� f1� + F̃1� f0�� = � f0 − �p0 + cos � �F̃0�� f1 − � f0�F̃1�

�33c�

� f2� +
cos �

2
�F̃0� f2� + F̃1� f1� + F̃2� f0�� = � f1 − �p1 + cos � �2�F̃0�� f2

− � f0�F̃2� + �F̃1�� f1 − � f1�F̃1�� �33d�

� f3� +
cos �

2
�F̃0� f3� + F̃1� f2� + F̃2� f1� + F̃3� f0��

= � f2 − �p2 + cos � �3�F̃0�� f3 − � f0�F̃3�

+ 2�F̃1�� f2 − � f1�F̃2� + �F̃2�� f1 − � f2�F̃1�� �33e�

ogether with similar equations for �p.
In particular, the zero-order system is

F̃� = � f0 + �1 − ��p0 �34a�

� f0� +
cos �

2
F̃� f0� = 0 �34b�

�p0� +
sin �

2
F̃�p0� = 0 �34c�

F̃ = 0, � f0 = 1, �p0 = 1 at x = 0 �34d�

� f0,�p0 → 0 as x → � �34e�

or the regular �monodisperse� porous medium �the case 
 f =0,
r=0, =1, that is, for �=0, =1� the system of equations re-
uces to

f0� = �0 �35a�

� f0� + 1
2 f0� f0� = 0 �35b�

� f0 = 1 �35c�

he solution of which was presented by Cheng and Minkowycz
7�. The chief features of interest are that

f0 → 1.61613 as � → � �36a�

�0��0� = − 0.44378 �36b�

nd �0 becomes exponentially small as �→�. The numerical val-

es are those obtained by Rees and Pop �8�.
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4 Analysis Far From the Leading Edge
We consider the situation when x �and therefore �� is asymp-

totically large. We expand F̃, � f, and �p in the form

�F̃,� f,�p� = �F̃�0�,� f
�0�,�p

�0�� + �−1�F̃�1�,� f
�1�,�p

�1�� + . . . �37�
Substitution into Eqs. �31a�–�31c� gives at leading order

� f
�0� − �p

�0� = 0 �38�

and hence � f
�0�=�p

�0����0�, say.

Using this result, at the next order, one has

F�
�0� = ��0� �39a�

���
�0� +

cos �

2
F̃�0���

�0� = � f
�1� − �p

�1� �39b�

���
�0� +

sin �

2
F̃�0���

�0� = ���p
�1� − � f

�1�� �39c�

A linear combination of the last two equations then gives

���
�0� +

�

2
F̃�0���

�0� = 0 �39d�

where

� =
� cos � + sin �

� + 1
�40�

Then the transformation

�̃ = �1/2�, F̂�0���̃� = �1/2F̃�0���� �41�
gives

F̂
�̃

�0�
= ��0� �42a�

�
�̃�̃

�0�
+

1

2
F̂�0��

�̃

�0�
= 0 �42b�

The boundary conditions for this set of differential equations are

F̂�0� = 0, ��0� = 1 at �̃ = 0 �42c�

��0� → 0 as �̃ → � �42d�
Thus, again, we have the system studied by Cheng and
Minkowycz �7�.

At the next order of asymptotic approximation, one has a ho-
mogenous linear system of differential equations and boundary
conditions for � f

�1� and �p
�1�, which admits an eigensolution of ar-

bitrary magnitude. This means that we have an insoluble system
of equations at O��−1�. One could, in principle, proceed further by
introducing �−1 ln � terms, as was done by Rees and Pop �8�, but
we judged that in the present case there would be little gain in
doing so since the �−1 ln � and �−1 terms can only be differentiated
in terms of their magnitude at exceptionally large values of �.

5 Numerical Solutions
Three different numerical schemes were used to obtain the re-

sults displayed in Figs. 2–6. First, a standard fourth order Runge–
Kutta scheme was used together with a multiple shooting strategy
to solve the small-� equations given in Eqs. �34a�–�34e�. We
found that �max=10 is sufficient to contain the boundary layer for
the leading order terms, F0, � f0, and �p0. However, when four
terms are taken, it is essential to take �max to be at least 25,
although �max=40 was used with 400 uniformly spaced intervals.
We define Qf and Qp to be the derivatives of the temperature

fields at the surface:
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Qf =� �� f

��
�

�=0
and Qp =� ��p

��
�

�=0
�43�

nd these are plotted in Figs. 2–4.
Second, the parabolic system of equations given by Eqs.

31a�–�31c� was solved using the Keller-box method. The govern-
ng equations were rewritten in first order form in �, discretized
sing central differences in both � and �, and the resulting non-
inear difference equations were solved using a multidimensional
ewton–Raphson scheme. The details of the block-Thomas algo-

ithm, which is used for this purpose is now quite standard. For
hese simulations, we used �max=25 with 500 uniformly spaced
ntervals. Although this method is formally of second order accu-
acy, the solutions obtained at �=0 are precisely the same as those
btained for F0, � f0, and �p0 to four significant figures. We used a
onuniform grid in the �-direction, which was formed by using a
niform grid in log10 � for all points except for at �=0.

ig. 2 Variation of Qf „continuous lines… and Qp „long dashes…
ith � for �=0.5 and �=1, where � takes the values of 1 deg,
0 deg, 20 deg, 30 deg, 40 deg, and 44.9 deg. Also shown are
he four-term small-� expansions „dotted lines….

ig. 3 Variation of Qf „continuous lines… and Qp „long dashes…
ith � for �=0.5 and �=30 deg, where � takes the values of 10−2,
0−1, 1, 10, 102, and 103. Also shown are the four-term small-�

xpansions „dotted lines….
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Third, the full elliptic system given by Eqs. �11a�, �11b�, �14a�,
and �14b� was solved using an implicit time-stepping code. Rees
and Bassom �16� considered the flow induced by a uniformly hot
semi-infinite surface bounding an otherwise cold monodisperse
porous medium subject to LTE, and found that the full steady
elliptic equations reduce to ordinary differential form when writ-
ten in parabolic coordinates, and when the porous medium is
taken to occupy the semi-infinite region y�0. Thus, parabolic
coordinates offer a computationally efficient means for solving the
governing equations for complicated cases, such as the stability
analysis of Rees �17� and the study of LTNE effects by Rees �18�.
In both these cases, time stepping was undertaken using a back-
ward difference in time with second order central differences in
space. The fully implicit scheme also employed coordinate
stretching to increase the efficiency of the code, and the solution
at each time step was obtained using the full multigrid methodol-
ogy with V-cycling; further details may be found in Rees �17�.

The parabolic coordinate system we used is given by the trans-
formation

X = ��̄2 − �̄2�/4, Y = �̄�̄/2 �44�

following the transformation of Eq. �18� by

� = R1/2	, X = R−1/2x, Y = R−1/2y �45�

to obtain

�2�

��̄2
+

�2�

��̄2 = 	 �̄

2

�� f

��̄
+

�̄

2

�� f

��̄

 + �1 − �	 �̄

2

��p

��̄
+

�̄

2

��p

��̄


�46a�

��̄2 + �̄2�
4

	 �� f

�t
+ H cos � �� f − �p�


=
�2� f

��̄2
+

�2� f

��̄2 + cos � 	 ��

��̄

�� f

��̄
−

��

��̄

�� f

��̄

 �46b�

��̄2 + �̄2�
4

	 ��p

�t
+ H� sin � ��p − � f�


=
�2�p

¯2
+

�2�p

��̄2 + sin � 	 ��

¯

��p

��̄
−

��

��̄

��p

¯ 
 �46c�

Fig. 4 Variation of Qf „continuous lines… and Qp „long dashes…
with � for �=10−2 and �=30 deg, where � takes the values of 0.0,
0.1, 0.2, 0.3, 0.4, 0.5, and 0.6
�� �� ��
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e note that when x is large �and therefore �̄ is large�, the coor-
inate �̄ is almost identical to the boundary-layer coordinate, �. In
ur simulations, we also employed an exponential coordinate

tretching in both the �̄ and �̄ directions. In particular, we took
=e�̂−1, where �̂max was taken to be 3.5. This means that �̄max
31.16, which is in excess of the value, 25, which we deemed

arlier to be the minimum that could be used. We employed 128

rid points in the �̄ direction and 64 in the �̄ direction.

Results and Discussion
Figures 2–4 show how the surface rates of heat transfer, Qf and

p, vary with � for various combinations of the governing param-
ters, �, �, and . These figures show the results of the parabolic
imulations, while comparisons to the four-term small-� expan-
ion are shown in Figs. 2 and 3 only.

Figure 2 concentrates on the values =0.5 and �=1 and depicts
ow the heat transfer characteristics change with the value of �,
here we note �i� that �=0 corresponds to a monodisperse system
here the p-phase is solid �and therefore we should also have 
1� and �ii� that �=45 deg corresponds to a situation where the

wo phases act identically.
In all cases �except for �=45 deg�, the porous medium is sub-

ect to strong LTNE between the phases near the leading edge.
he mathematical reason for this is that the boundary layer equa-

Fig. 5 Isotherms for both the flui
phase „dashed lines… for �=1.0, �=1
ions for the respective phases are decoupled at leading order,
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while the physical reason is the asymmetry between the phases, in
general, where advection is much stronger in the fluid phase. As �
increases, the source/sink terms become more effective and this
results in the gradual approach to LTE. The detailed numerical
results show that LTE is established later as � reduces toward
zero; this is because of the decreasing amount of advection in the
p-phase in that limit.

The effect of varying � is shown in Fig. 3 for the case where
=0.5 and �=30 deg. Here, we have taken � in the range from
10−3 to 103. Given that � multiplies the source/sink terms in the �p
equation, it is not a surprise to see that LTE is established very
early �i.e., at small values of �� when � is large, but is delayed
considerably when � is small. We can also see that the range of
validity of the small-� expansion depends very strongly on the
value of �, unlike the situation shown in Fig. 2.

When  is allowed to vary, we are allowing the relative magni-
tudes of the buoyancy forces corresponding to the two phases to
change. When �=10−2 and �=30 deg, the curves shown in Fig. 4
indicate that there is a little change in the detailed evolution of the
rate of heat transfer with �. This is not unexpected, because  is a
volume fraction independent of any thermal property. At any cho-
sen value of �, the corresponding set of curves for larger values of
� are found to vary even less than those shown in Fig. 4.

Table 1 shows how the large-� asymptotic analysis given in
Sec. 5 compares to the parabolic simulations at �=105 for one
typical parameter set. This table shows that the leading order so-
lutions are reproduced exceptionally well by the parabolic simu-

hase „continuous lines… and solid
0 for various values of H
d p
lations.
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The above discussion centered on situations where the
oundary-layer approximation is valid, and therefore streamwise
iffusion has been neglected. Thus, the small-� analysis is, strictly
peaking, valid only while the boundary-layer approximation re-
ains valid. We therefore turn our attention to the detailed con-

ection, which takes place near to the leading edge of the heated
urface. Figures 5 and 6 depict the isotherms for both phases for a
ariety of cases within this elliptic regime.

Figure 5 shows how the magnitude of H affects the thermal
elds when �=1, =1, and �=0 deg. For relatively large values
f H, which, in the present context means values that are greater
han 0.01, the two phases are almost in LTE even in the region

Fig. 6 Isotherms for both the flui
phase „dashed lines… for �=1.0, �=0

able 1 Comparison of the large-� asymptotic solutions †see
qs. „41…, „42a…, and „42b…‡ with the values obtained using the
arabolic solver at �=105

„with �=30 deg and �=0.5…. At least
our significant figures of accuracy are attained.

f��� ���0� 1.61613 /�1/2 −0.44378�1/2

.001 2.284701 −0.313899 2.28472 −0.31391

.01 2.277300 −0.314920 2.27731 −0.31494

.1 2.213098 −0.324057 2.21310 −0.32407
1.955555 −0.366739 1.95552 −0.36676

0 1.771048 −0.404950 1.77100 −0.40497
00 1.740335 −0.412096 1.74029 −0.41212
000 1.737057 −0.412874 1.73701 −0.41290
ournal of Heat Transfer
near the leading edge. However, as H decreases, the p-phase is
affected decreasingly by the fluid movement in the f-phase, and
therefore the temperature field in the p-phase is able to conduct
with decreasing hindrance. Conversely, as the f-phase is increas-
ingly isolated from the p-phase, the thickness of its boundary
layer decreases as H decreases.

Figure 6 indicates how variations in � affect the thermal fields
when H=0.001, �=1, and =0.8. When �=0, we recover a situ-
ation with fairly strong LTNE because H is fairly small. However,
the fact that �=1 means that, once again, the phases satisfy iden-
tical energy equations when �=45 deg and they will then be in
global LTE. This figure shows the approach to LTE as � varies
from zero toward 45 deg.

Finally, we mention that variations in  yield almost no discern-
able change in the isotherms; this is in accord with Fig. 4.

7 Concluding Remarks
If one wishes to generalize the interphase coupling in the

BDPM model by replacing Eqs. �1a� and �1b� by

G = � �

Kf
�v*

f
+ ��v*

f
− bv*

p
� �47a�

G = � �

Kp
�v*

p
+ ��cv*

p
− dv*

f
� �47b�

then our previous analysis carries through but now Eqs. �26a� and

hase „continuous lines… and solid
H=0.001 for various values of �
d p
�26b� are replaced by
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Cf =
1 + �b + c�Kr
 f

1 + �1 + cKr�
 f + �c − bd�Kr
 f
2 �48a�

Cp =
Kr + �1 + d�Kr
 f

��1 + �1 + cKr�
 f + �c − bd�Kr
 f
2�

�48b�

s a consequence, one then has

� = tan−1�Kr

�
	 1 + �1 + d�
 f

1 + �b + c�Kr
 f

 �49�

ather than this expression with b=c=d=1, but everything else is
he same. For small values of 
 f and Kr, the angle � changes little
ith variation of b, c, and d. In this respect, our BDPM model is

obust.
It appears that the number of parameters in the analysis cannot

e reduced beyond 3. This reinforces our belief that the BDPM
ystem is a distinctive system that is well worth studying.

Our present interest is largely in the way the BDPM situation
iffers from the LTNE model for a regular porous medium. It now
ppears that the latter is the nongeneric case, one that requires an
symptotic analysis involving the matching of inner and outer
olutions, occasioned by fact that the solid-phase temperature in a
egular medium decays relatively slowly with distance normal to
he boundary wall.

We conclude with some remarks about the status of our model,
hich is radically new and in some respects tentative. As far as
e are aware, the only published works on the model are our
apers �3–5,14�. In formulating this model, we aimed for the sim-
lest possible model that would capture the main physical phe-
omena, such as velocity dispersion, in a BDPM. No attempt at
erivation by volume averaging has yet been made, and to the best
f our knowledge, no suitable experimental correlations for a
DPM are available. We hope that our work will stimulate rel-
vant experimental and theoretical investigations. Our interphase
omentum transfer parameter is currently a parameter to be de-

ermined by subsequent experiment. Brinkman effects can be
reated by adding the usual Brinkman term, as in Refs. �3–5�.
These are necessary if information about wall friction is desired.�
he effect of Forchheimer drag �and quadratic advective inertial

erms� is a topic for further investigation.

omenclature
c � specific heat at constant pressure
d � characteristic length scale

G � negative of the applied pressure gradient
ĝ � gravitational acceleration
h � interphase heat transfer coefficient �incorporat-

ing the specific area�
ĥ � dimensionless interphase heat transfer param-

eter, hd2 /�kf
H � ĥ /R
k � thermal conductivity
K � permeability

Kr � permeability ratio, Kp /Kf
p* � pressure
R � Rayleigh number,

�Fg�̂�Tw−T��Kfd / ���kf / ��c� f�
T* � temperature
T

F
* � volume average temperature defined in Eq. �3�

Tw � wall temperature
T� � ambient temperature
u* � x-component of velocity
v* � y-component of velocity
v* � filtration velocity, �u*,v*�
x* � vertical coordinate

*
y � horizontal coordinate
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Greek Symbols
� � modified thermal capacity ratio,

�1−��kp��c� f / ��kf��c�p�
�̂ � volumetric thermal expansion coefficient of the

fluid
� � modified thermal conductivity ratio, �kf / ��1

−��kp�
� � parameter defined in Eq. �40�
� � parameter defined in Eq. �28b�
� � porosity within the p-phase
� � coefficient for momentum transfer between the

two phases
� � boundary-layer parameter defined in Eq. �23�
�̃ � modified boundary-layer parameter defined in

Eq. �29b�
� � dimensionless temperature defined in Eq. �8�
� � fluid viscosity
� � parameter defined in Eq. �30�
� � density

�F � density of the fluid

 f � f-phase momentum transfer parameter, �Kf /�
 � � / ��+ �1−����
� � volume fraction of the f-phase

Subscripts
f � fracture phase �macropores�
p � porous phase �micropores�

Superscript
* � dimensional variable
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Artificial Neural Networks
„ANNs…: A New Paradigm for
Thermal Science and Engineering
The use of artificial neural network (ANN), as one of the artificial intelligence method-
ologies, in a variety of real-world applications has been around for some time. However,
the application of ANN to thermal science and engineering is still relatively new, but is
receiving ever-increasing attention in recent published literature. Such attention is due
essentially to special requirement and needs of the field of thermal science and engineer-
ing in terms of its increasing complexity and the recognition that it is not always feasible
to deal with many critical problems in this field by the use of traditional analysis. The
purpose of the present review is to point out the recent advances in ANN and its successes
in dealing with a variety of important thermal problems. Some current ANN shortcom-
ings, the development of recent advances in ANN-based hybrid analysis, and its future
prospects will also be indicated. �DOI: 10.1115/1.2944238�

Keywords: artificial neural networks, artificial intelligence, heat exchangers, dynamic
system modeling, adaptive control
ntroduction
In the past nearly three decades, we have been witnessing an

verwhelming ground swelling in the development of computer-
ased algorithms in a group known as soft computing. This de-
elopment has been driven by increasingly broader applications,
hich are difficult to deal with by conventional approaches, par-

icularly those in engineering. Since such algorithms in soft com-
uting are mostly based on simplistic models of human intelli-
ence and evolutionary experience, they are also broadly known
s artificial intelligence �AI� methodologies. They generally have
he characteristics of very simple computational steps, often ac-
ompanied by a very large number of repeated computational
ycles. This is very much in contrast to hard computing, which
enerally deals with numerical solutions to differential equations
ased on hard science, such as conservation laws and the like.
xamples of soft-computing methodologies include artificial neu-

al networks �ANNs�, optima search algorithms such as genetic
lgorithm �GA� and genetic programming �GP�, fuzzy-logic con-
rol, expert systems, data mining, and others. It is interesting to
ote that all these methodologies are based on very different natu-
al human-related phenomena. Each of them has received in-depth
evelopment in the recent past in specific targeted applications.
ne important area of soft computing is in problems of thermal

cience and engineering. Up to the very recent past, these prob-
ems have largely been treated by traditional hard-computing ap-
roaches, along with experiments carried out for the purpose of
alidating the analysis or for performance correlations. However,
here is a clear indication that thermal problems are becoming
ncreasingly more complex and that the need for modeling single
teady phenomena is rapidly migrating to the need for dealing
ith dynamics, system performance, optimization, and control.
nfortunately, the traditional approaches are simply not robust

nough to handle such increased complexity, and new methodolo-
ies are definitely needed for this purpose.

As given in a recent review �1�, several of the AI methodologies
ave shown very promising results to deal with just the type of

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 21, 2007; final manuscript re-
eived October 10, 2007; published online July 9, 2008. Review conducted by Yo-

esh Jaluria.

ournal of Heat Transfer Copyright © 20
complexity mentioned above. However, their applications to ther-
mal problems are still rather tentative. Among the various soft-
computing methodologies, only the ANN analysis and fuzzy-logic
control have seen some sustained interest in recent years. Even
then, studies in fuzzy-logic control have almost all concentrated in
HVAC applications, primarily due to the fuzzy constraint related
to human comfort. ANNs, on the other hand, have addressed a
much wider application based on thermal applications to date and
are specifically addressed in the present review. The purpose of
this paper is to present the basic ANN methodology, its attributes
and shortcomings, and implemental issues, and then to be fol-
lowed by different groupings of thermal problems that have been
treated by the ANN analysis and their corresponding results. Also
discussed are ANN-based hybrid methodologies with other AI
analyses to achieve more promising results not possible with the
ANN analysis alone. Finally, some future prospects of ANN ap-
plications related to emerging critical thermal problems will also
be presented. It is hoped that the present review of the ANN
methodology and applications will enable us to appropriately call
the ANN methodology a new paradigm for thermal problem stud-
ies and will thus encourage many more thermal engineers and
practitioners to seriously consider ANN for treating future critical
thermal problems, which are difficult to treat by traditional means.

Artificial Neural Network (ANN) Analysis
Despite the apparent popularity of fuzzy-logic control in the

relatively narrow HVAC applications �see examples in Refs.
�2–4��, ANNs are now unquestionably the leading soft-computing
methodology for the general thermal problems. There are several
significant reasons for this. First of all, it has a powerful ability to
recognize accurately the inherent relationship between any set of
input and output without a physical model, and yet the ANN re-
sults do account for all the physics relating the output to the input.
This ability is essentially independent of the complexity of the
underlying relation such as nonlinearity, multiple variables and
parameters, and noisy and uncertain input and output data. This
essential ability is known as pattern recognition as the result of
learning. Secondly, the methodology is inherently fault tolerant,
due to the large number of processing units in the network under-
going massive parallel data processing. Thirdly, its learning ability
also gives the methodology the ability to adapt to changes in the

parameters. This ability enables the ANN to deal with time-
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ependent dynamic modeling and adaptive control by means of
eurocontrollers. This ability significantly enables thermal engi-
eers to delve into system analysis and control, a complexity
hich simply cannot be treated by any traditional analysis at the
resent time. Finally, the basic ANN methodology has much flex-
bility to incorporating elements of other soft-computing method-
logies such as fuzzy logic and GA, for example, to further im-
rove its capability to deal with additional complexity in thermal
roblems.

On the other hand, despite these capabilities of the basic ANN
ethodology, it must be pointed out that input-output data sets
ust be available in the learning process to train the neural net-
orks. Even though this requirement seems to be a serious short-

oming of the ANN analysis, it is, however, not really the case.
he reality is the existence and availability of a large amount of
xperimental data sets for various thermal phenomena and device
erformances accumulated over a long time. They are mostly in
he form of heat-transfer correlations. Such available data sets are
he perfect vehicle for use with the ANN analysis. Furthermore,
xperimental data for thermal problems will always be available,
n general, as they normally are required to validate theoretical

odels and analysis. In addition, experimental data obtained un-
er specific dynamic conditions can also be used to train dynamic
NNs. Furthermore, the neural network can be trained in real

ime when the experimental data are being obtained at the same
ime, a feature useful in the development of dynamic adaptive-
ontrol schemes. Here again, the complexity of the problem under
onsideration is not an issue. In the next section, the ANN analy-
is in its basic methodology will be described, along with the
iscussion of the various issues of implementation. Examples of
hermal problems with increasing complexity that have been
reated by the ANN analysis with promising results are then
hown and discussed.

rtificial Neural Network (ANN) Methodology
The description that follows is essentially that of Schalkoff �5�.

he structure and function of the ANN attempt to mimic that of
he biological neural network. The most popular fully intercon-
ected ANN consists of a large number of processing units known
s nodes or artificial neurons, organized in layers. There are, in
eneral, three groups of node layers, namely, the input layer, one
r more hidden layers, and an output layer, each of which is oc-
upied by a number of nodes. All the nodes of each hidden layer
re connected to all nodes of the previous and following layers by
eans of internode synaptic connectors or simply connectors.
ach of the connectors, which mimic the biological neural synap-
is, is characterized by a synaptic weight. The nodes of the input
ayer are used to designate the parameter space for the problem
nder consideration, while the output-layer nodes correspond to
he unknowns of the problem under consideration. The parameters
n the input layer need not to be all independent, and this is also
rue in the output layer.

At each hidden-layer node, the node input consists of a sum of
ll the node outputs from the nodes in the previous layer modified
y the individual interconnector weights and a local node bias,
hich represents the propensity of the combined input to trigger a

esponse at the node. It is thus clear that the weights are simply
eighting functions that determine the relative importance of the

ignals from all the nodes in the previous layer. At each hidden
ode, the node output is determined by an activation function,
hich plays the role to determine whether the particular node is to

ctivate �“fire”� or not. It is thus seen that by the connector and
ode operations, information, which starts at the input layer,
oves forward toward the output layer. Such a network is known

s a fully connected feed-forward network.
When the information reaches the output layer, errors can be

etermined by comparing the calculated feed-forward data with
he experimental output data to determine the error at each of the

utput node. These errors are then used to adjust all the node

93001-2 / Vol. 130, SEPTEMBER 2008
biases and connector weights in the entire network to minimize
the errors by means of a learning or training procedure. The most
popular training procedure for fully connected feed-forward net-
works is known as the supervised backpropagation learning
scheme �5,6� where the weights and biases are adjusted layer by
layer from the output layer toward the input layer. The whole
process of feeding forward with backward learning is then re-
peated until a satisfactory error level is reached or become station-
ary.

The step-by-step ANN methodology just qualitatively described
is now presented. Figure 1 shows the structure or configuration of
such a network, consisting of the input, hidden, and output layers
with node and layer designations, where i refers to the layer num-
ber with i=1 for the input layer and i= I for the output layer, I
being the total number of layers. Similarly, j is the node number
in any layer, counting from the top in Fig. 1. Since the node
numbers are likely to vary from layer to layer, the maximum j
value is designated by Ji, depending on the layer number, and JI is
thus the number of unknowns in the output layer. As a result, each
node is designated by �i , j�. A somewhat different designation is
used for all the connectors, since there are two nodes involved.
The node on the left is designated by subscripts, while the right
node in the forward direction is designated by superscripts. For
instance, the synaptic weight w1,1

2,3 refers to the connector from
Node �1,1� to Node �2,3�, and so on. In addition, symbols are also
needed to deal with the nodal input and output at each node.
Firstly, the nodal input to Node �i , j� is written as

xi,j = �i,j + �
k=1

Ji−1

wi−1,k
i,j yi−1,k �1�

where �i,j is the nodal bias at �i , j�, and yi−1,k is the nodal output at
�i−1,k� at the previous layer. This equation clearly indicates that
each signal coming from the previous layer is tampered by the
weight in the same connector before they are added, and also
finally modified by the local node bias, to form the input to the
local node �i , j�. It is thus seen that the weights and biases perform
significant roles in influencing the node operation, and that the
information to be processed represents the combined influence of
all nodes from the previous layer. The node output, yi,j, is then
driven by the input, xi,j, through the activation function or some-
times known as the threshold function

yi,j = �i,j�xi,j� �2�
which plays the same role of the biological neuron, as to whether
it should fire or not on the basis of the strength of the input signal.
When the input signal is weak, the artificial neuron simply pro-

Fig. 1 Schematic of a fully connected multilayer ANN
duces a small output. On the other hand, when the input signal
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xceeds a certain threshold, the artificial neuron fires and then
ends a strong signal to all the connectors and then to all the nodes
n the next layer. Several relevant activation functions have been
roposed in the past �5,6�, including the step function, the logistic
igmoid function, the hyperbolic tangent, the Gaussian, the wave-
et, and others. One interesting practice is that the activation func-
ion may be changed from one hidden layer to another. However,
he one that is the most popular and preferred is the continuous
ersion of the step function, known as the logistic sigmoid func-
ion, which possesses continuous derivatives to avoid computa-
ional difficulties. It is also highly nonlinear, a behavior that could
rove to be beneficiary in dealing with highly nonlinear input-
utput relations. It is generally written as

�i,j��� = �1 + e−�/c�−1, i � 1
�3�

=�, i = 1

here the constant c determines the steepness of the function.
inally, it is noted that the node output yi,j represented by the
igmoid function always lies between 0 and 1 for all xi,j. There-
ore, from a computational point of view, it is desirable to normal-
ze the network input and output data with the largest and smallest
f each of the data sets used in the ANN analysis.

As already mentioned, the most critical step in the ANN meth-
dology is the learning or training process in which the errors
etermined at the output layer are successively reduced by sys-
ematically adjusting the weights and biases throughout the net-
ork, eventually to a level low enough to satisfy the user. Among

he several available training algorithms, the most commonly used
n the multilayer fully connected ANN is the feed-forward back-
ropagation training procedure based on a steepest-gradient error-
orrection process. The reader is referred to Haykin �6� for other
vailable routines. In the usual thermal problems treated by the
NN analysis, the training data are based on experiments with the
atched input-output data sets. The inputs represent the problem

arameters, while the outputs are the desired unknowns. Each
ingle experiment with the corresponding input-output data is
alled a run. For a given chosen network architecture of layers and
odes, the very first step in the training process is to assign initial
alues to all the synaptic weights and biases in the network. The
alues may be either positive or negative, and in general practice,
re taken to be less than unity in absolute values. The second step
s to complete all the node input and output calculations based on
qs. �1�–�3� for all the layers. When i= I, the values of yI,j are then

he network output data based on the given input data from that
un. The backpropagation procedure then starts with an error func-
ion quantified by

�I,j = �tI,j − yI,j�yI,j�1 − yI,j� �4�

here tI,j is the normalized output target for the j-node of the last
utput layer, and this equation is simply a finite-difference ap-
roximation of the derivative of the sigmoid function. Once all �I,j
re calculated, the computation then moves back to the previous
ayer I−1. Since the target outputs for this layer do not exist, a
urrogate error is utilized and calculated instead for the hidden
ayer I−1, as given by

�I−1,k = yI−1,k�1 − yI−1,k��
j=1

JI

�I,jwI−1,k
I,j �5�

hese similar calculations are then continued from layer to layer
n the backward direction until Layer 2. After all the errors �i,j are
nown, the changes in the weights and biases can then be deter-
ined by the generalized delta rule �7�

�wi,j = ��i,jyi−1,k �6�
i−1,k

ournal of Heat Transfer
��i,j = ��i,j �7�

for all i� I, from which all the adjustments in the weights and
biases can be determined. The quantity � is known as the learning
rate that is used to scale down the degree of change made to the
connectors and nodes. The larger the learning �or training� rate,
the faster the network will learn, but there is a chance that the
ANN may not reach the desired outcome due to oscillatory error
behaviors. Its value is normally determined by numerical experi-
mentation, and a commonly arrived value is in the range 0.4–0.5.
In some practice to further modulate the error-correction rates, a
momentum term is added to Eqs. �6� and �7� characterized by a
momentum rate based on the old weight and bias changes in the
previous learning iteration �7�.

A cycle of training consists of computing a new set of weights
and biases successively for all the experimental runs in the train-
ing data. The calculations are then repeated over many cycles
while recording an overall error quantity for a specific run within
each cycle, given by

Er =
1

2�
j=1

JI

�tI,j − yI,j�2 �8�

After a cycle of the experimental runs is completed, a maximum
or average cycle error can be determined. It is important to note
that the weights and biases are continually updated throughout the
runs and cycles. The training is terminated when the last cycle
error falls below a prescribed threshold or becomes stationary.
The final sets of weights and biases can then be used for predic-
tion purposes, and the corresponding ANN becomes a model of
the input-output relation of the thermal problem. However, it is
noted that there is also another completely different unsupervised
training procedure �6� based on a stochastic searching methodol-
ogy, also known as self-organizing maps. In most cases, this meth-
odology is used to deal with problems with a large number of
outputs, generally not suitable for thermal problems.

It is now clear that the overall ANN analysis involves just a few
deterministic and algebraic steps repeated many times on the com-
puter, while keep tab on the propagation of cycle errors in the
training process. On the other hand, the methodology does involve
a relatively large number of free parameters and choices. They
include the number of hidden layers, the number of nodes in each
layer, the initial weights and biases, the learning rate, the mini-
mum number of training data sets, and sometimes also the choice
of input parameters. All these do have a material effect on the
ANN results. While literature does provide some semirational
suggestions and recommendations �5,8,9�, past experience and nu-
merical trials and experimentation still represent the best guides.
As pointed out by Yang �1� and Zeng �9�, studies are being pur-
sued currently to provide a more rational basis for some of the
choices. Several guidelines may be of some interest. Despite the
simple computational steps, overall effort is still an important is-
sue, and does depend on the total number of nodes in the network,
as a large number of nodes also tend to slow down the training
process. The general idea is to seek a number of hidden layers and
a number of nodes in each hidden layer as low as possible, but
still permit efficient flow of information from the input layer to
the output layer. In a new thermal problem, there are likely more
input �parameter� nodes than output nodes. One reasonable prac-
tice is that the first hidden layer should have the same number of
nodes as that in the input layer, and this number decreases toward
the output layer, and the number of hidden layers depends on
problem complexity. One flexibility in the ANN methodology is
that both numbers of the hidden layer and the corresponding
nodes can be increased at will from training cycle to training
cycle, if the cycle errors do not decrease as expected. On the other
hand, it must be cautioned that too many nodes may suffer the
same fate as using polynomial curve-fitting schemes by colloca-
tion at specific data points, thus creating large errors in attempting

interpolation between successive data points. One interesting
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trategy regarding the node-number issue is suggested by Kramin
10� by first training a large network, which can then be reduced
n size, and by removing those nodes, which do not significantly
ffect the training result. There is another suggestion based on a
eversed strategy by adding nodes systematically as training pro-
eeds �11�. These practices suggest that the network architecture,
elative to the node number, can be freely modified throughout a
ingle training cycle. A more rational procedure of optimizing the
NN architecture based on evolutionary programming is also

vailable �12�, as will be discussed separately in a later section.
he issue of assigning initial weights and biases is always difficult

n a new application. Without past information or data, the current
ractice is simply to generate a set of initial data from a random
umber generator of bounded numbers. A more rational, but com-
lex method is that suggested by Lehtokangas et al. �13� based on
n orthogonal least-squares algorithm. The choice of the training
ate � has not been rationally studied so far, and at the same time,
he only guide is by numerical experimentation. As mentioned
reviously, a value somewhere between 0.4 and 0.5 can be used as
starting point, and reasonable results can be expected. Finally,

he sigmoid activation function, as already pointed out, is a sur-
ogate for a step function with continuous derivatives, thus avoid-
ng possible computational difficulties. However, it also possesses
symptotic limits of �0,1�, and may cause difficulties when these
imits are approached. Therefore, the usual practice is to normal-
ze all physical variables in an arbitrarily restricted range such as
0.15,0.85� to limit the computational efforts. Finally, there is an-
ther common and recommended practice in the way that the
xperimental data sets are utilized for training. Since the ANN is
o be trained to recognize the input-output relations, which are
enerally somewhat noisy and do contain experimental uncertain-
ies, it is desirable to include as many training data sets as pos-
ible. However, it is also important to set aside about one-quarter
f the entire data sets to serve as testing data sets to evaluate the
ccuracy of the ANN results.

rtificial Neural Network (ANN) Applications to Ther-
al Problems
The application of ANN analysis to thermal problems has not

ad a long history. It is fair to say that such applications so far
ave only been largely exploratory and tentative, despite the fact
hat results have been uniformly promising in all cases. Only more
ecently, there is increasing interest in the use of ANN analysis for
hermal- and energy-related applications, for three reasons. One
eason is common to all fields of engineering, in that the under-
ying technical knowledge starts to lag behind what is needed in
he ever-increasing complexity of the field of application. There is
constant push for analysis based on new paradigms to meet the

emand. This is certainly the case in thermal engineering prob-
ems. The ANN analysis as a new paradigm represents an excel-
ent candidate for this purpose. The second reason is the very
ature of thermal problems, which involve a multitude of funda-
ental disciplines, their interactions, and likely complex geom-

try. The traditional approach and associated numerical analysis
re so far only capable of treating a small segment of problems
equired in current critical applications. It is therefore understand-
ble that experiments have played such an important role in the
evelopment of thermal science and engineering. Much of the raw
xperimental data still exist today. On the other hand, these ex-
erimental data have been correlated with dimensionless groups
nd are treated as physical models for performance prediction and
esign. As will be discussed later, there is a fundamental inad-
quacy in these correlated results, which has only been realized
ecently. On the other hand, such existing database and other ex-
erimental data to follow can be strategically used to develop
xcellent ANN-based thermal models. The third and last reason
or the increased interest in the ANN analysis is the significant
ecent advances in the development of the ANN methodology

tself. Such advances and further continued demonstration of the

93001-4 / Vol. 130, SEPTEMBER 2008
attainable excellent results are attracting an increasing number of
thermal engineers to apply the ANN analysis to critical and chal-
lenging thermal problems.

Three broad categories of thermal problems have been success-
fully treated by the new ANN paradigm, despite the tentative na-
ture of the applications in all these categories. For the reasons just
cited, many more such problems with increasing complexity are
expected to be similarly treated in the near future. The first cat-
egory deals with steady behaviors of complex thermal phenomena
and performance of complex thermal devices. In these cases, there
is high complexity in interacting fluid-flow and heat-transfer pro-
cesses along with the effect of complex geometry. Much of the
current knowledge is based on heat-transfer correlations and un-
satisfactory approximate theories. The ANN analysis can be ap-
plied to obtain ANN-based models, which are significantly more
accurate than the traditional correlated models. The second cat-
egory deals with time-dependent dynamic thermal phenomena and
the corresponding thermal devices. Unfortunately, traditional ap-
proaches are almost powerless in developing viable dynamic mod-
els for such thermal problems, mainly due to the effect of added
thermal masses for applications under dynamic conditions. The
development of accurate ANN-based dynamic models requires, in
addition to appropriate dynamic experimental data, only simple
extensions of the basic ANN methodology. An additional advan-
tage is that, as will be shown in more detail later, it is possible to
use recurrent networks to train the network adaptively in real
time, so that the dynamic model is being established as the physi-
cal dynamic process is evolving. The last category deals with even
more complex dynamic thermal systems, which require robust
control to ensure the proper dynamic performance of the systems.
In such systems, it is also necessary to have the ability for real-
time adaptive control to meet all the performances requirement
when parameters undergo unknown changes. It will be shown
later that this control capability can indeed be developed and ex-
perimentally verified by using the ANN analysis with real-time
online adaptive training of a neurocontroller.

In the following sections, specific examples of ANN-analyzed
thermal problems in the above-mentioned application categories
will be given, along with some details of the associated ANNs and
the results. These examples will also be supplemented with addi-
tional cited references.

ANN Applications in Steady Thermal Problems
Of all the steady thermal problems, one of the most important

critical applications deals with heat exchangers and their perfor-
mance with a great variety of geometry and operational condi-
tions. Even for the simplest heat exchangers, only tentative large-
scale CFD-based analysis has been attempted to predict their
performance. The common practice, however, is to develop ap-
proximate theoretical models based on the use of overall coeffi-
cients of heat transfer made of individual heat-transfer coefficients
for each fluid obtained from correlations with experimental data in
terms of dimensionless numbers �14�. Simplifying assumptions
are made, in general, as a part of the approximate model, such as,
among others, constancy of the correlated coefficients and ther-
mophysical properties, and greatly simplified geometrical param-
eters. As a result, it is not uncommon to find that the resulting
heat-transfer rates do not predict well the actual heat-transfer per-
formance of the heat exchangers under consideration. Despite the
availability of large-scale computing analysis, there is still no real
viable alternative in recent times, if not for the new paradigm of
the ANN-based analysis. As will be shown in the following few
examples, the ANN analysis provides a very accurate paradigm
for modeling the heat exchanger performance, which does not use
any simplifying and artificial assumptions, but still capture all the
physical effects that relate the input physical parameters to the
heat exchanger performance �1�.

Among the very first applications of the ANN methodology to

thermal problems is understandably the analysis of experimental
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onvective heat-transfer data �15,16� and to the performance and
esign of fin-tube heat exchangers �17,18�. In the studies of Refs.
15–17�, the attention is given to the use of the standard coeffi-
ients of heat transfer, while the ANN applied in Ref. �18� is
irected toward the experimental heat-transfer rates directly. As
ill be pointed out later, the use of coefficient of heat transfer is

lso subjected to uncertainty, including the physical effects not
ccounted for in the correlations, such as fluid-flow nonuniformity
nd maldistribution, variable properties and the use of reference
emperature, and nonuniform temperature differences. The study
n Ref. �18� essentially bypasses these uncertainties by going di-
ectly to the all-important heat-transfer rate so that all effects are
ncluded in the input �parameter space�–output �heat-transfer rate�
elation, leaving only the uncertainties associated with the experi-
ental measurements. This issue is of critical importance for ther-
al engineering and applications. If the new paradigm of using

he ANN analysis can be demonstrated that it produces much
ore accurate models relating any input-output data sets, even

ust for the steady thermal problems, that would suggest that all
ast correlations could be upgraded for much improved perfor-
ance prediction and better design of the associated thermal de-

ices. The net result would have a very large economic benefit to
he industry involved. On the other hand, thermal engineers doing
he ANN analysis still would have to have the physical insight to
etermine the proper input parameters to use, before the ANN
nalysis can be successful.

The early ANN applications in thermal problems were mostly
xploratory, tentative, and with a narrow focus. In order to explore
he full potential of the ANN paradigm, there is a need to carry out
ystematic studies to assess the viability of the ANN analysis in
hermal problems with increasing complexity. For this purpose,
e have undertaken a series of ANN studies in our own laboratory

n the recent past in all three application groups including carrying
ut the needed detailed experiments to provide the training and
esting data. Several such studies under steady-state conditions
ill now be shown, along with the ANN results. Whenever pos-

ible, pertinent additional literature will be cited to give a broader
icture of the new ANN-based paradigm.

We have chosen the fin-tube compact heat exchangers �1,19,20�
s the thermal devices for our ANN studies. They are very com-
only used in many diverse thermal applications and detailed raw

xperimental data for some of them are also available for training
nd testing purposes. In addition, it is simple to carry out our own
xperiments under well-controlled conditions in our own labora-
ory, when needed, to support our overall ANN development stud-
es. Another important reason for taking the fin-tube compact heat
xchangers as our thermal devices is that they are geometrically
omplex so that their specific effects could be properly accounted
or in the ANN analysis.

Our first set of ANN studies deals with three different heat
xchangers used in very different applications with increasing
eometrical complexity, which are shown in Fig. 2, all operating
nder steady conditions. The ANN modeling results can then be
ompared with those of the traditional least-squares power-law
orrelations and those directly from the experiments. The first heat
xchanger in Fig. 2�a� is a simple single-row air-water finned coil
or air-heating applications. Careful steady-state experiments were
arried out in an open wind tunnel to measure the air-side and
ater-side terminal temperatures and the two flow rates with error
ands within 0.7% in the measured heat-transfer rates from de-
ailed uncertainty analysis �18�. The final 259 sets of test data
ere correlated by the traditional dimensionless numbers using

he least-squares regression analysis �19–21�. Such correlations
re known not to be unique due to the uncertainty caused by the
nknown tube-wall temperatures, which were not measured in the
xperiments. The predicted rate of heat transfer by this correlation
or the set of test data has an error band of 	10%, generally
onsidered quite good. However, this measured heat-transfer error

and obviously cannot all be attributed to the measurement errors

ournal of Heat Transfer
alone. In fact, it can be traced to the deficiencies associated with
the specific correlations. The physics in the flow and heat-transfer
phenomena are known to be very complex, and as already noted
before, some of the physics, such as flow mal-distribution and
geometric complexity, are definitely not accounted for in the cor-
relations, and hence some accuracy is lost.

Now we will see if the ANN analysis will provide a better
model for the same data sets. This ANN analysis is based on the
methodology detailed in the last section, 197 data sets out of the
total 259 tests were used for training the ANN, while the rest were
used to test the ANN predictions. For the ANN analysis, there
were four input nodes in the input layer, corresponding to the
normalized air and water flow rates, and the air and water inlet
temperatures, and a single output node for the physical heat-
transfer rate in the output layer. It is important to note that all
inputs to the ANN are real physical quantities and, in particular,
no property values are needed. The network configuration desig-
nation is usually given by numerals referring to the nodes in the
successive layers. Some details of the ANN analysis are now
given. For the case of the 4-5-2-1-1 configuration, for example,
training was carried out to 200,000 cycles, each covering one
complete sequence of feed-forward and backward propagation for
all the training data sets. The mean-square errors in the maximum
and average errors within each cycle could then be calculated, as
shown in Fig. 3. It is seen that the maximum error asymptoted at
about 150,000 cycles after undergoing a local minimum, while the
corresponding average error reached its minimum at about
100,000 cycles. In either case, the error levels were quite small. In
another configuration of 4-2-1, a similar training based on the
same training data sets was carried out. The predicted heat-
transfer rate from the ANN analysis was based on the final set of
adjusted weights and biases, as shown in Table 1. These final
values illustrate quite typically those in usual ANN applications.
In the current study, 14 different ANN configurations, as shown in
Table 2, were utilized to show their relative error and standard
deviation sensitivities for the 62 test data sets, where the quantity
R is the mean value of the ratios of the experimental heat-transfer
rate to that of the ANN predictions, indicating the average accu-
racy of the predictions, and 
 is the standard deviation of the
heat-transfer ratios from their mean, which is an indication of the
degree of scatter of the ANN predictions. It is seen that the net-
work configuration with R closest to unity is 4-1-1-1, while the
network 4-5-5-1 is the one with the smallest 
. It does seem that
the criterion on 
 is a more important one, since the 4-5-5-1
network has errors still confined to a range less than 	3.7% for all
testing data sets, even though most of the scatter still lies in the
range less than 	0.7%. Of particular interest is that the error band
in the test heat-transfer rate prediction from the ANN analysis is
now in the range of measurement uncertainties of the experimen-
tal data, and thus signifies that most of the significant physics in
the heat-transfer process of the test heat exchanger is accounted
for by the ANN results, thus attesting to the excellent functional
pattern-recognition ability of the ANN methodology. A more strik-
ing demonstration of the ANN results for the 4-5-5-1 network is
the parity plot of the comparison between the ANN results and
that from the traditional least-squares correlation analysis, as
clearly shown in Fig. 4.

If the ANN approach is to be a viable one to deal with steady
thermal problems with different degrees of complexity, it should
also be capable to treat heat exchangers with greater geometrical
complexity and also with operating conditions that involve more
difficult physics. The compact multirow, multicolumn, fin-tube
heat exchanger shown in Fig. 2�b� for air-cooling purposes utiliz-
ing chilled water flowing inside the tubes seems to satisfy these
conditions. This heat exchanger was studied in great detail by
extensive careful experimental measurements and correlations in
terms of the Colburn j-factors by McQuiston �22,23�. Since the
chilled water temperature could cause the air temperature to fall

below its dew point, condensation would occur on the fin surfaces,
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nd the data collected contained all three different fin-surface con-
itions, namely, dry surface, surface with dropwise condensation,
nd surface with film condensation. Dropwise and film condensa-
ion cases were differentiated by purely subjective visualization.
lso because of the condensation phenomena, the film spacing
ecame an added important parameter, and was also treated as an
nput parameter. In addition, on the water side only high
eynolds-number turbulent-flow conditions were considered so

hat the two coefficients of heat transfer could be conveniently
ecoupled. The experimental data were correlated for the air-side
eat- and mass-transfer coefficients in the form of the Colburn

j-factors under different surface conditions. The dry surface data
ere later recorrelated by Gray and Webb �24� to improve the

orrelation accuracy. Also, these correlations were more recently
urther significantly improved, based on the same functional form
or the j-factors as those used originally by McQuiston �23� by
eeking global minimum error conditions �25�. In Ref. �25�, an
NN analysis was also carried out to assess its accuracy as a

Fig. 2 Fin-tube heat exch
odel to compare with that of the correlations. Several network

93001-6 / Vol. 130, SEPTEMBER 2008
configurations were tried with the best results given by a fully
connected feed-forward network of 5-5-3-3 and using the back-
propagation learning algorithm given in the last section, as shown
in Fig. 5. It is seen that the five input nodes correspond to the
air-inlet, dry-bulb and wet-bulb temperatures, the chilled water
inlet temperature, the airflow Reynolds number, and the fin spac-
ing. The three output nodes correspond to those of js for the sen-
sible heat transfer, jt, for the total heat transfer, and Q for the total
heat-transfer rate. The j-factors were used only so that the results
could be directly compared to that of the original correlation re-
sults of McQuiston �23�. Of the total 327 experimental data sets
reported, 91 sets were associated with the dry-surface conditions,
while 117 and 119 sets were related to dropwise and film conden-
sations, respectively. These data sets were utilized to train separate
ANNs. Also, the entire 327 data sets were also used to train an-
other single ANN. The purpose here was to determine whether the
ANNs trained with separate data sets involving different physics

gers as thermal systems
an
would perform better than the ANN trained with the complete data
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et. Every training process was based conservatively on 800,000
raining cycles. The results in the rms percentage deviations of the
our ANNs from those of the experiments are shown in Table 3,
ncluding those of the original correlations of McQuiston �23� and

ig. 3 Training errors for 4-5-2-1-1 ANN for heat exchanger in
ig. 2„a…

able 1 Typical synaptic weights and biases for ANN configu-
ation of 4-2-1 associated with ANN analysis of heat exchanger
n Fig. 2„a…

j k l wi,j
k,l i j �i,j

1 2 1 −8.744 2 1 −1.574
1 2 2 0.401 2 2 −2.474
2 2 1 1.321 3 1 −1.848
2 2 2 1.120
3 2 1 0.772
3 2 2 1.356
4 2 1 −0.303
4 2 2 −0.223
1 3 1 −7.741
2 3 1 8.576

able 2 Comparison of relative mean heat-transfer rates and
he corresponding standard of deviation by different ANN con-
gurations for heat exchanger in Fig. 2„a…

Configuration R 


4-1-1 1.02373 0.266
4-2-1 0.98732 0.084
4-5-1 0.99796 0.018

4-1-1-1 1.00065 0.265
4-2-1-1 0.96579 0.089
4-5-1-1 1.00075 0.035
4-5-2-1 1.00400 0.018
4-5-5-1 1.00288 0.015

4-1-1-1-1 0.95743 0.258
4-5-1-1-1 0.99481 0.032
4-5-2-1-1 1.00212 0.018
4-5-5-1-1 1.00214 0.016
4-5-5-2-1 1.00397 0.019
4-5-5-5-1 1.00147 0.022

R=
1

Np
�r=1

Np Rr, 
=� 1

Np
�r=1

Np �Rr−R�2
ournal of Heat Transfer
the improved dry-surface correlation of Gray and Webb �24�. It is
of interest to note that in the total heat transfer, being a physical
quantity, the ANN recognized its correct relation with the physical
input data, and that such a low level of error in the total heat
transfer is again close to the expected experimental uncertainties.
Similar results can also be seen for the other two surface condi-
tions. In addition, the ANNs give better predictions for dry sur-
faces than those for wet surfaces, as the physics involved in the
latter surfaces is certainly more complex. On the other hand, when
the ANNs are trained with the entire data sets by disregarding the
surface conditions, all deviations tend to increase, as the ANN
attempted to negotiate, with more difficulty, with the different
physics involved. However, even in this case, the predicted total
heat-transfer rate, which is the ultimate unknown in practice, had
deviation bounds only of the order of 	2.7%. The parity plots of
all heat-transfer rates from the ANN results and the respective
experimental data are shown in Figs. 6–8, and the accuracy of the
ANN results is seen to be truly remarkable �25�. Before discussing
the study of the heat exchanger in Fig. 2�c� in another ANN ap-
plication, it is of interest to mention here another significant use of
the ANN methodology for the discovery of new knowledge. The
analysis of the humid air just described provides an example of
this capability in combination with an AI clustering algorithm
�1,26� By prescribing three clusters, the algorithm divided the
entire data set into three clusters, which, interestingly, correspond
to the data for the three surface conditions. Therefore, subjective
visual information is really not needed for the prediction of de-
tailed performance of this heat exchanger. Since this is an ex-
ample where the ANN analysis is used in conjunction with an-
other AI algorithm, it will be revisited later in a section on hybrid
algorithms involving ANN.

Now we mention another example involving a very complex,
multirow, multicolumn, fin-tube heat exchanger used as an evapo-
rator in a refrigeration application, again under steady operating
conditions. The heat exchanger geometry is shown in Fig. 2�c�.
The Refrigerant R-22 flowed inside the tubes, while air was again
flowing through the air passages. The extreme geometric com-
plexity was in the finned passages with decreasing finned spacing
of airflow to limit the possibility of air-passage blockage due to
frost formation. In addition, the refrigerant underwent boiling
evaporation inside the tubes �27�. This is one instance that only 38
sets of data were experimentally obtained covering a large number
of parameters. An ANN analysis was attempted to see how far the
training with very limited data could be pursued to a reasonable
conclusion. To accommodate all the free parameters involved, an
ANN was chosen with a fully connected network configuration of
11-11-6-1, as shown in Fig. 9. There were seven geometrical ra-
tios and four operating parameters in the input layer and one
single output node for the total heat-transfer rate. It is understand-
able that all 38 data sets were used in the training. The ANN
prediction of the total rate of heat transfer against the available
data is shown in Fig. 10 in the form of a parity plot. It is easily
noted that the accuracy of the results is remarkable. The rms error
of the percentage difference between the predictions and measure-
ments is less than 	1.5%, again of the same order as the esti-
mated experimental uncertainties. However, it is unrealistic to ex-
pect that this one example would have general validity. In fact, it
is known and expected that errors from the ANN analysis would
increase as the number of training data sets decreases, and also
that the ANN analysis would be expected to perform poorly if it
tries to predict results outside the domain of the training data set
�28�. However, if the empty domain is small, then the ANN pre-
dictions would not suffer much. This may indeed be the case for
the refrigeration coil just considered since in ANN applications
for dealing with real-world complex thermal problems, there is
always a tendency to limit experimental data sets suitable for
training. Therefore, the limited data issue discussed here is an
important one. Fortunately, ANN-based error-estimate methodolo-

gies are available to determine the relative importance of each
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ata point in the limited data set. A good example is the one based
n statistical cross validation to determine the domain where ad-
itional measurements are needed �27,28�.

Fig. 4 Comparison of ANN and cor
heat exchanger in Fig. 2„a…, O correla
±10% deviations

ig. 5 A 5-5-3-3 neural network for the analysis of heat ex-
hanger of Fig. 2„b…

able 3 Comparison of percentage errors in predictions be-
ween the ANN and standard power-law correlations for ANN
nalysis of heat exchanger in Fig. 2„b…

Surface Method js jt Qt

Dry McQuiston 14.57 14.57 6.07
Gray and Webb 11.62 11.62 4.95

ANN 1.002 1.002 0.928

Dropwise McQuiston 8.50 7.55 —
Gray and Webb — — —

ANN 3.32 3.87 1.446

Filmwise McQuiston 9.01 14.98 —
Gray and Webb — — —

ANN 2.58 3.15 1.960

Combined ANN 4.58 5.05 2.69
93001-8 / Vol. 130, SEPTEMBER 2008
While compact fin-tube heat exchangers and their performance
are representative examples of complex thermal devices and phe-
nomena for ANN analysis, there are other steady thermal prob-
lems that have also received recent attention in applying the ANN
analysis. A brief review of such applications will be given here.
First of all, it would be appropriate to cite recent reviews of spe-
cific areas of steady-state ANN applications. Specific examples
with either significant thermal applications or extended ANN
analysis will then be shown and discussed. The broad-based early
review of Sen and Yang �8� has already been noted earlier. There
are also two additional reviews dealing with energy systems �29�
and multiphase flows with and without heat transfer �30�.

The review of Kalogirou �29� includes a brief background of
ANN and a brief account of the basic ANN methodology, and
describes several classes of energy-related problems, which were
successfully treated by applying the described basic ANN meth-
odology. They include, among others, solar energy systems for
modeling the heating-up response and design of a steam-
generating plant, for the estimation of a parabolic trough-collector
intercept factor and local concentration ratio, and the determina-
tion of hourly solar irradiance dependent on astronomical, and

tion predictions of heat transfer for
ns, +ANN, dotted lines representing

Fig. 6 Experimental versus ANN-predicted total heat transfer
rela
tio
for the heat exchanger in Fig. 2„b… under dry-surface conditions
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eteorological-climatic data. Also described are ANN applica-
ions in HVAC systems for determining building thermal loads
nd their prediction, for controlling the temperature in operating
uses based on the ambient temperature, number of passengers,
nd time of day, and also applications in combustion phenomena
ncluding turbulent combustion modeling and waste incineration
rocesses. Several additional applications mentioned include fore-
asting and prediction in energy management practices and pre-
iction of frost buildup in evaporator coils for designing efficient
efrosting practices. While in all these energy-related applications
sing the ANN analysis, excellent results were the norm �29�, the
uccess of each application clearly still depends on the choice of
he input parameters, the availability of training data sets, and
omputational experimentation to determine the optimum con-
guration of the network and other free parameters in the basic
ethodology.
Another review of significant ANN applications to thermal

roblems has been more recently given by Sen and Yang �30� in
he specific area of multiphase system with and without heat trans-
er. The difficulty of theoretically modeling such problems by
tandard traditional approaches is well known, and available ap-
roximate models have been based only on detailed experiments
nd their data correlations. It is generally recognized that despite
he availability of large accumulation of good experimental data,
he correlations have been rather tentative and uncertain, and in

any cases led to predictions with substantial errors compared to
he experimental results. It is therefore not surprising to find the

ig. 7 Experimental versus ANN-predicted total heat transfer
or the heat exchanger in Fig. 2„b… under dropwise condensa-
ion conditions

ig. 8 Experimental versus ANN-predicted total heat transfer
or the heat exchanger in Fig. 2„b… under film condensation

onditions

ournal of Heat Transfer
rising development of ANN-based models of such multiphase sys-
tems, in view of its essential capability of recognition of complex
patterns and the availability of good experimental databases. The
review in Ref. �30� identified seven specific areas of ANN appli-
cations, which will now be briefly discussed in terms of their
application significance and appropriate modifications of the basic
ANN methodology to improve the model development. At the
outset, it is pertinent to mention that because of the complexity in
multiphase systems and the flexibility in the ANN methodology, it
is natural to combine it with additional algorithms to effect better
or more optimum results. More discussions on this issue will be
made in a later section on ANN-based hybrid algorithms.

The first area mentioned in Ref. �30� deals with the phenomena
of two-phase flow in pipes. Two-phase gas-liquid flows are among

Fig. 9 Configuration of an 11-11-7-1 neural network for the
evaporator heat exchanger in Fig. 2„c…

Fig. 10 Experimental versus ANN-predicted total heat transfer

for the heat exchanger in Fig. 2„c… under limited data
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he most complex and difficult phenomena in heat transfer, char-
cterized by interfacial interactions and relative movement be-
ween the phases. The case with a single component is even more
omplex. In view of applications such as thermohydraulics in
uclear reactors, petroleum processing, and biomedical processes,
redictive models based on traditional correlations are only valid
or distinct flow regimes such as bubbly, slug, churn, annular, and
tratified flows. Therefore, such correlation models cannot be used
nless the specific flow regime is first identified. For two-
omponent, two-phase flows �air-water, for instance� in pipes, the
onintrusive impedance measurements of the area-averaged void
ractions give different signal characteristics for different flow re-
imes. These data are then used to train the ANN. In one study
31�, because of the relationship between the impedance signal
nd the specific flow regime is not crisp, the ANN output was
laced in series with a fuzzy-logic classifier to determine the
ikely flow regime. The three-layer 2-12-6 ANN adopted is also of
ome general interest. The two inputs are the diagonal and neigh-
oring impedances, and the six-node output layer consists of two
odes identical to those in the input layer for identification pur-
oses, one each providing the standard deviations of the diagonal
nd neighboring impedances, and the last two nodes are related to
he media of the inputs. The training data consisted of 200 data
oints for each of the four flow regimes. Additional data points
ere used for testing the ANN predictions. In a subsequent study
f the same problem �32�, two freestanding ANNs were used for
ow-regime identification. One is again a three-layer connected
onfiguration, but with only one single output node, which is the
ow-regime indicator. The input layer had four nodes consisting
f the mean and standard deviations of the diagonal and neighbor-
ng impedance data, and the hidden layer had 12 nodes. The sec-
nd ANN is based on a self-organized �unsupervised� neural net-
ork with two layers only to cluster the two input data into four

ategories corresponding to the four flow regimes. Both studies
31,32� produced good results in the flow-regime identification.
hese examples also show the flexibility and possible modifica-

ion of the basic ANN methodology. The same review also men-
ioned another ANN flow-regime identification study dealing with
il-gas-water multiphase flow in a horizontal pipe �33�. The in-
tantaneous differential-pressure signals from the flow were mea-
ured with a piezoresistance pressure transducer with very fast
esponse. The signals were preprocessed and denoised by a wave-
et methodology to give characteristic vectors of various flow re-
imes, which were then used as inputs to the ANN to classify the
ow regimes. The analysis was used to just identify three flow
egimes, namely, stratified flow, intermittent flow, and annular
ow. The input layer had nine nodes characterizing the prepro-
essed signals, and the output had three nodes with �1,0,0� for
tratified flow, �0,1,0� for intermittent flow, and �0,0,1� for annular
ow. The lone hidden layer had five nodes. A nonlinear least-
quares algorithm was used to improve the learning speed and
verall training efficiency. A total of 200 data sets were used for
raining, while additional 95 sets were for testing. The results
how that the flow-identification accuracy was 95% for the strati-
ed flow and 92% for both intermittent and annular flows.
As reviewed in Ref. �30�, the second specific area of multiphase

hermal systems treated by the ANN analysis deals with two-
hase flow with heat transfer, as characterized by the added com-
lexity due to temperature differences. The ANN application to
redict the critical heat flux in round vertical-tube flow of water
nder low pressure and oscillating flow conditions for either natu-
al or forced circulations was carried out in a more recent study by
u et al. �34�. A fully connected 7-10-1 ANN with the standard
eed-forward algorithm was chosen, but using a hyperbolic-
angent activation function, representing a slight variation of the
asic methodology. The training process was aided by the use of
oth optimized learning and momentum rates. The inputs included
ressure, mean mass flow rate, relative amplitude, inlet subcool-

ng, oscillation period, and geometrical ratio of the heated length
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to tube diameter. One additional input node was a numeral unity,
providing a threshold to nodes in the next layer. This example thus
illustrates another slight modification to the standard algorithm.
The ten-node hidden layer also included a unity node for the same
purpose. The single-node output layer was a dimensionless ratio
of the critical heat flux with oscillation to that without oscillation
given by the test data. The study utilized two separate trained
networks: one with natural and the other for forced circulation
data sets. It was demonstrated that the average parity ratios of the
training sets were well within 10%, while the average error of the
testing data was on the order of 1.0%, again comparable to the
experimental uncertainties.

The third topic area reviewed in Ref. �30� deals with even more
complex phenomena of multiphase flow and heat transfer in such
specialized systems as bubble columns, packed towers, fluidized
beds, and heat transfer and flow in fluid-particle two-phase sys-
tems. In each of the problem areas, ANNs were utilized to develop
predictive models for heat and mass transfer because of the non-
linear mapping capabilities of the ANNs. Examples of these ap-
plications will concentrate on the different algorithmic aspects of
the ANNs used, as deviated from the standard methodology. The
first example treats the correlation of heat-transfer rate fluctua-
tions in 3D bubble columns with quantitative dynamic behavior of
bubble and liquid motions �35�. The ANN was trained with a
three-layer configuration by the time-series data of local heat
transfer from hot-wire measurements. The ANN analysis was that
of the standard methodology. Usually, the choice of inputs de-
pends on the physical insights. However, when the phenomena are
very complex as in bubble columns, the input parameters might
not be obvious. Here in numerical experimentation, the number of
input-layer nodes was varied from 2 to 8, and the middle hidden
layer from 5 to 50. The trials, together with the single output node
for the local time-averaged heat-transfer rate of the liquid phase
during a given time period, were used in the training process to
determine the optimum number of nodes of the first two layers.
These trials resulted in an optimum number of nodes of the first
two layers and a 6-10-1 configuration. About one-half of the hot-
wire data in the time series in a 20 cm column at gas velocities of
2.3 cm /s, 6.2 cm /s, and 9.0 cm /s were selected as the ANN
training data sets, while the remaining data of the 20 cm, 40 cm,
and 80 cm columns, measured at the same position over the whole
range of gas velocities, were used for testing. The ANN prediction
results for all three-column sizes showed that the parity errors
between the predicted and measured coefficients of heat transfer
were within 20%, while the average error was less than 3%. One
interesting result is that none of the measured data for the larger
column sizes were used in the training data set, indicating that the
relation between the local heat transfer and dynamic liquid and
bubble motions was independent of the column size. The result
clearly demonstrates that the ANN analysis in this instance is
capable of generating new knowledge.

A last example in this third topic area deals with the infiltration
of nonaqueous phase liquid �NAPL� through a vertical, homoge-
neous, soil column initially saturated with water, as studied by
Morshed and Powers �36�. An ANN analysis was utilized to de-
velop an appropriate model for the elevation and volume of
NAPL. One novelty in this study was that the training and testing
data sets were generated by a theoretical model. These data sets
were preprocessed by dimensional analysis to identify dimension-
less terms associated with the input-output relations. Numerical
experiments were carried out to determine the optimum number of
nodes in the middle hidden layer in a 4-5-10 configuration. A
hyperbolic-tangent activity function was used for the hidden layer
and a linear activation function was used for the output layer.
One-half of the total 410 data sets were used for training, while
the rest of the data sets were used for testing. The results showed
that for the training data set, the regression coefficient had an
average of 0.989 �1.0 for perfect match�. For the testing set, the

same coefficient ranged from 0.962 to 1.0, which indicated a great
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uccess of the ANN model. In the parity comparison, 195 of the
05 data points fell within the range of 10% of the experimental
alues.

The fourth topic reviewed in Ref. �30� treats heat transfer in
vaporators and boiling heat transfer in liquid mixtures. One ex-
mple has already been given earlier in Ref. �27� dealing with
ery limited data for a Freon evaporator, and hence will not be
epeated here. The more recent study of Kelleher et al. �37� at-
empted to predict nucleate pool boiling heat transfer from a ver-
ical tube bank with and without fins on the tubes in Refrigerant
-114 with various amounts of oil present by utilizing the ANN
nalysis. In practice, such oil is present due to carryover of lubri-
ant oil from the compressor. Different sets of test data served as
raining and testing data. The input layer of the three-layer fully
onnected ANN configuration consisted of four nodes, represent-
ng the temperature over saturation, number of active tubes, mass
ercent of oil in the test refrigerant, and whether the tubes were
nned or staggered. The output layer had a single node related to

he boiling heat flux. Entirely satisfactory ANN predictions real-
zed with parity errors again approach the uncertainties of the
xperimental data. Another is the study of Liu et al. �38�, which
eals with boiling heat-transfer enhancement using organic addi-
ives. The primary objective was to evaluate and predict the boil-
ng heat flux as a function of the addictive molecular structure.
he ANN model was trained with 30 additives and tested addi-

ional 11 additives used in the testing samples. The molecular
tructure of any additive was represented by four parameters in
he ANN input, and the single output was the relative increase in
he boiling heat flux at the same temperature difference with the
dditive. There were two hidden layers, for each of which the
umber of nodes was allowed to vary between 1 and 14. Numeri-
al experimentation revealed that the optimized number of nodes
or the first and second hidden layers were 3 and 6, respectively.
nother deviation from the common practice was that the
yperbolic-tangent activation function was applied to the nodes in
he first hidden layer, the sigmoid function for nodes in the second
idden layer, and a linear function for nodes in the output layer.
ood results were obtained, showing 100% parity accuracy for

he training data sets and over 90% for the testing cases. Analysis
f the results showed that the molecular weights of the additives
nd the polar groups had the greatest effects on the boiling heat-
ransfer enhancement. This gives another example of the knowl-
dge discovery ability of the ANN analysis.

Furthermore, industrial thermal processes are generally very
omplex and involve the interactions of different components. The
erformance of the entire process is difficult to model, which is,
owever, needed for performance prediction and control. Only
ossible information must necessarily come from direct experi-
ents. This is indeed a natural situation for the ANN analysis.
ince some individual processes also involve multiphase phenom-
na, their ANN analysis and results were also covered in the re-
ent review �30�, which included an example of the simulation of
eat transfer during spray cooling in conjunction with predicting
ooling times in metal processing �39�. The hear-transfer data
ere obtained experimentally for a range of pressure ratios for

urface temperatures up to 800°C. In this study, a commercial
eural network code was used, but it also included a GA with a
tatistical estimator to assure the relevance of the inputs to the
NN. Two separate models were created from the code: a spray

haracterization model and a heat-transfer model. In the charac-
erization model, the ANN had five input nodes corresponding to
ir pressure, water pressure, air and water flow rates, and nozzle
eight. The lone output node is denoted water mass flux. In the
eat-transfer model, there were three inputs of time, surface tem-
erature, and the water mass flux together with a coefficient of
eat transfer as the only output. While the first ANN yielded good
esults compared to the experimental data, the second ANN pro-
uced unsatisfactory results, suggesting that the relevant experi-

ental data should definitely be improved. This case shows the

ournal of Heat Transfer
feasibility of using strategically more than one ANN in series to
simplify the network structures and also suggests the possibility of
the presence of faulty or inaccurate experiments. Basically, the
same physical problem was treated with the ANN analysis by
Ward et al. �40�, using a single four-layer network with air and
water pressures and the surface temperatures as the inputs, and the
coefficient of heat transfer as the lone output, and there were two
hidden layers, each with eight nodes to start with. One novelty
here was that the errors in the output layer were used to adjust the
network configuration and the activation functions until the over-
all root-mean-square error became acceptably low. This is another
example where the network parameters, including the configura-
tion, are allowed to systematically vary until satisfactory results
are obtained. This same reference also discussed several other
ANN-based analyses of industrial processes such as prediction of
pollutant emissions from pulverized coal combustion, modeling of
chemical vapor deposition �41�, and performance prediction of a
stoker-fired boiler �42�.

The very last area of multiphase processes reviewed in Ref.
�30�. is that involved in the thermal processing of food. It is
known that first-principles thermal-processing models for food are
difficult to develop and essentially nonexistent, and the primary
reason is due to the lack of adequate constitutive relations and the
corresponding thermophysical properties. However, the critical
need for such models for process optimization and control, pro-
cess design, and scaling-up processes is quite self-evident. Experi-
mental data, however, are amply available to provide the only
processing information for food production, in general. Therefore,
it is only natural to inquire if good modeling results can also be
realized by using the ANN analysis. The study carried out by
Mittal and Zhang �43� should give an indication of this prospect.
It dealt with the prediction of freezing times for food products,
and treated food products of arbitrary shape. Therefore, it is not
really surprising to find that the training data were derived from a
theoretical model such as the one developed by Pham �44�. The
ANN adopted was the commercially available code know as
WARDNETS, and had ten input nodes of product thickness, width,
length, surface convective coefficient of heat transfer, thermal
conductivity of frozen product, product density, specific heat of
unfrozen product, moisture content of product, initial product tem-
perature, and the ambient temperature. The network configuration
is that of 10-40-40-40-1, where the lone output was the freezing
time. Different activation functions such as Gaussian, Gaussian
complement, and hyperbolic tangent were all tried to determine
the best choice. Similarly, the learning and momentum rates were
also arbitrarily chosen at first to determine the best learning per-
formance. A total of 44,351 data sets were generated from the
theoretical model, from which 60% of the data sets, randomly
chosen, were used for training and the rest for testing. The ANN
results showed that for more than 83% of the test data sets, the
parity error was less than 5%, while the average parity error was
only 3.54%, but the maximum error was still as high as 86%.
Also, an attempt was made to compare the ANN prediction with
some 150 data points of experiment, and it was found that in 87%
of these cases, the parity error was less than 10%.

For steady-state thermal problems, there are still many other
individual efforts in exploring the applications of the basic ANN
analysis for purpose of model development and functional identi-
fication. For the interested reader, the following references may
offer a glimpse of additional thermal problems that have been
successfully treated by the ANN methodology: thermal placement
in power electronics �45�, thermodynamic properties �46�, thermal
imaging processing �47�, delay-time determination in HVAC sys-
tems �48�, inverse radiation heat transfer for design and control
�49�, and subcooled water critical heat flux �50�.

ANN Applications in Dynamic Thermal Problems
In thermal engineering, one of the most neglected areas of re-
search is the modeling of dynamic behaviors of thermal devices
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nd systems. All such devices in real applications operate in dy-
amic conditions in responding to changes in the operating pa-
ameters and boundary conditions. In addition, the performance of
ne device is also affected by other devices and components that
re directly or indirectly connected to it, due to the thermal masses
nvolved. Therefore, we do need dynamic models for their perfor-

ance under dynamic conditions. Furthermore, there is even a
ore critical role for such dynamic models. As applications be-

ome more complex, especially those involved in thermal systems
nd processes with multitude and interconnected thermal devices,
t becomes amply clear that such systems and processes must meet

certain performance requirement. One viable solution is to de-
elop robust and adaptive control schemes and implement them to
atisfy such requirement. The popular proportional-integral-
erivative �PID� controllers are simply not robust enough, since in
ypical complex thermal problems nonlinear behaviors are the
orm. Many known control schemes that are robust, stable, adap-
ive, and optimal all require dynamic plant models for their imple-

entation. Here lies, then, another reason for the need for dy-
amic models. It has been known that traditional analysis cannot
e depended on developing dynamic models even for simple ther-
al devices. On the other hand, it now appears that the ANN-

ased paradigm, with the dynamic training data obtained either
nline or offline, offers a real viable solution �12�.

The central scheme in the dynamic modeling by ANN is the
ddition of time as a variable for both training and prediction. One
quivalent, but more efficient method of training is to provide the
ariables at time t as inputs, and the values of the same variables
t t+�t as the outputs, and also keep the incremental variables
mall so that simple ANN configurations can be used. The training
s successively carried out to cover the entire time period of a
ingle experimental run. Such a network where the input and out-
ut change their places is generally known as a recurrent network
51–54�. As an illustration, a series of tests dealing with the dy-
amic heating and cooling of air by the same single-row fin-tube
eat exchanger shown in Fig. 2�a�, used previously under static
onditions, was carried out to obtain the dynamic data on the
utlet temperatures of both air and water flows, by varying the

Fig. 11 Dynamic predictio
ater inlet temperatures in small incremental steps while keeping

93001-12 / Vol. 130, SEPTEMBER 2008
the other variables such as the flow rates of both fluids and the
inlet air temperature all constant �8�. More specifically, the water
inlet temperature was varied in increments of 5.56°C from
32.2°C up to 65.6°C. These data were then used to train the
ANNs for dynamic applications, using a simple 3-5-2 network.
The three input nodes corresponded to the inlet and outlet water
temperatures and the air outlet temperature at time t, and the two
output nodes corresponded to the air and water outlet tempera-
tures at the next time instant. For testing the ANN predictions,
three additional experiments were performed. In the first testing
experiments, the system was first brought up to a steady tempera-
ture of 60°C, and the heater was then set at 37.8°C. The resulting
sudden decrease of the air-water outlet temperatures is shown in
Fig. 11. The ANN predictions were excellent and the slight oscil-
lations in the measured water outlet temperatures were due to
local flow turbulence. In the second testing experiments, the water
inlet temperature was ramped manually and the results are shown
in Fig. 12. The ANN result was equally excellent. In the third
testing experiments, we designed a system to see if the ANN
analysis could predict the system behavior when an input variable
was different from the one in the training data. In this case, the
changes in the air and water outlet temperatures were measured
when the airflow rate was first increased to a value greater than
the one used in the training data, and then decreased to a lower
value. It may be of interest to note that this collective deviation
from that of the training data could also be interpreted as a source
of noise that could indeed exist in real applications. The results
are shown in Fig. 13, and the predictions are not as good. How-
ever, it is still remarkable that the ANN analysis still predicts the
correct overall trends with rather small errors. It is noted, how-
ever, that all these three examples specifically deal with training
and testing of first-order problems, in that the training only re-
quires one single time step between the input and output. In gen-
eral problems, it is conceivable that a higher-order training may be
needed due to system complexity. However, as demonstrated by
Diaz et al. �52�, it is rarely necessary to train the network with
data from two previous time steps, as long as the chosen time step

y ANN for sudden cooling
is reasonably small. Also in the examples shown in this section,

Transactions of the ASME



t
n
e
u
o
a
p
o
p

n b

J

he training is carried out offline, meaning that the training of the
etwork is carried out independently from the testing cases. How-
ver, in many thermal applications, operating conditions are either
ncertain or unknown. In such cases, the training must be carried
ut adaptively in that the training is done online, and continuing
s the new operating data become available. This obviously im-
ortant feature of the ANN analysis is critical in the development
f desirable control schemes for complex thermal systems and
rocesses, as will be demonstrated in the next section.

Fig. 12 Dynamic predictio
Fig. 13 Dynamic prediction by ANN

ournal of Heat Transfer
ANN Applications in Dynamic Thermal Control

As already mentioned before, dynamic thermal control repre-
sents the key to achieve optimum performance of complex ther-
mal systems. As the thermal systems become even more complex
in time, as universally expected in real applications to come, the
need for optimal dynamic control also becomes increasingly more
critical. A common practice is to use feedback control involving a
system �plant� model, in conjunction with a standard PID control-

y ANN for ramped heating
for changes in the airflow rates
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er. Such control, unfortunately, requires constant manual supervi-
ion to achieve, if at all, optimality. Many dynamic control strat-
gies �8� have been proposed to alleviate the shortcomings with
he PID controller, with or without a plant model. On the other
and, there are many advantages to use plant models based on
NNs, and among them is the fact that an inverse ANN model,
hich is nothing but the model with the input and output

witched, can serve as a controller or a neurocontroller �55–58�.
his ANN characteristic opens up many possible ways to develop

nnovative control strategies for complex thermal system applica-
ions. To quote just a few examples, we find them in the use of
ecurrent networks �59–61�, control of heat exchanger perfor-
ance �51,52,62�, HVAC control �59,60,63,64�, and thermal pro-

ess control �40,65–67�. The specific purpose of these ANN con-
rol strategies is to ensure the system performance to satisfy
ertain prescribed requirements known as performance targets,
uch as stabilization after occurrence of disturbance, prescribed
emperature bounds, minimum system energy consumption, and
he like. The ultimate goals are that the desired control strategies
nd their implementation should be robust and generic, adaptive
or automatic accommodation to changes in operational param-
ters, optimal for satisfying performance requirement under all
xpected operating conditions, and in real time for quick imple-
entation of the control strategies. Another basic requirement is

o ensure controllability at all times. It should be noted at the
utset the current development of dynamic adaptive control strat-
gies based on ANN for most complex thermal systems is still in
he exploratory stage, and the emphasis is largely placed on de-
eloping desirable controllers for simple thermal systems such as
ndividual thermal devices to ensure meeting their performance
equirement. As it will be shown, such strategies are essentially
vailable at the present time. However, as the number of con-
rolled variables increases, the design of the corresponding control
trategies also becomes increasingly complex, and this is the area
here research studies would likely be concentrated in the future

67,68�.
For the purpose of the present review, it is appropriate to illus-

rate the present state of the development of neurocontroller strat-
gies and their performance by means of examples, based on stud-
es in our own laboratory, along with some commentary on some
f the ANN applications. In general, even in a simple single
nput–single output �SISO� control system, there are two basic
ssues in implementing an ANN-based control strategy. One is the
ecision of the basic control scheme, nonadaptive �conventional�
r adaptive, and the other is to determine how the ANN, as a
eurocontroller, is trained. The difference between the conven-
ional and adaptive control schemes is that the former reacts to
isturbances acting upon the controlled variables, while the latter
isturbances acting upon the parameters of the process �69�.
daptive control consists of automatically adjusting in real time

he parameters of the controller, the weights and biases of the
eurocontroller in this case, so that a desired level of performance
f the control system is achieved when the process parameters
eing controlled are unknown or vary with time. Training of neu-
ocontroller can be either offline or online. The type of training
hown previously to develop the three dynamic models in Figs.
1–13 is a typical example of offline training. The other uses a
eurocontroller that adapts to the changing conditions of the sys-
em �63�. Thermal devices and their networks are systems that are
ubject to variations in their behaviors in time. An example is the
roblem of fouling, which presents a change in the operational
ehaviors of thermal systems. Consequently, a neurocontroller de-
igned and built for such systems will have to adapt itself to the
ew operational conditions, or otherwise the control action will be
iased. Many operating thermal devises and systems also have
nherent unique complexity and nonlinearity. For instance, the
ystem to be controlled not only includes the thermal device itself,
ut also its associated hardware such as piping, pumps or fans,

eaters or coolers, and also instrumental hardware. Furthermore,

93001-14 / Vol. 130, SEPTEMBER 2008
there is always unavoidable delay between what happens at the
thermal device and at the measurement station at some distance
away, where the control signal is generated. Such delay may also
vary with the changing operating conditions. Fortunately, the neu-
rocontrollers are very well suited for these difficult tasks, as they
can be taught by adaptive training to learn the responses of the
system at any given time instant.

The example to be used here to demonstrate a viable
neurocontroller-based control strategy and its verification by
means of experiments again deals with the single-row water-to-air
heat exchanger used in our earlier ANN studies, as shown in Fig.
2�a�. In the experiments, the terminal air and water temperatures
were measured by thermocouples. The airflow in the open wind
tunnel was controlled by a variable-speed drive that could be op-
erated either manually or automatically from a PC. The airspeed
could be controlled within a certain range and was measured by a
pitot tube located upstream of the heat exchanger. The calibration
of the airflow measurements was performed using average air ve-
locities based on ASHRAE test codes. A single point temperature
measurement was used upstream of the heat exchanger and five
thermocouples connected in parallel were used to obtain the outlet
air temperature. Information about the four terminal temperatures
of air and water flows, the water mass flow, and the airspeed, and
the time instant were sent to the PC that also served as a control-
ler. The inlet water temperature was varied by a heater with a
PID-controlled electric resistance, and the water mass flow rate
was changed by an electronic valve so the percentage of valve
opening could be controlled as desired from the PC. The data
acquisition board used could obtain up to 16 different channels of
data simultaneously. LABVIEW was used to acquire and send data
to the experimental system and a program written in C interfaced
with it to perform the desired control function. Other details of the
experiments and data acquisition can be found in Refs. �52,69�.
Here the thermal system was confined to a SISO system to control
the air outlet temperature, and for ease of experimentation the
airflow rate was taken as the control variable with all other vari-
ables fixed.

There are several control schemes that use ANN as the dynamic
controller of a physical system �55�. It is noted that in an earlier
study, an attempt was made to implement a neurocontroller-based
control scheme in which the training of the controller was carried
out completely offline �52,70�. However, since such schemes do
not include adaptive capability, it has only limited applications,
and the reader is referred to Refs. �55,69� for details. The empha-
sis here is placed on the adaptive-training capability, while the
ANN performs its control functions such as minimizing the target
error, maintaining the stability of the changing neurocontroller,
and satisfying some other optimal conditions that may be imposed
on the system control. In addition, the adaptive neurocontroller
scheme is developed within the framework of the internal model
control �IMC� �55,61,71�, because of its good characteristics of
adaptation, robustness, and stability. The idea behind the IMC,
shown schematically in Fig. 14, is to have an ANN plant model of

Fig. 14 General IMC structure with integral control
the heat exchanger system, designated as ANN1, in parallel with
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he real system. The difference between the output of the real
ystem and the model is used as the feedback for the neurocon-
roller, ANN2, located in the forward path of the control scheme.
he ANN1 is first trained to learn the dynamics of the plant.
NN2 is then trained to learn the inverse dynamics to be a non-

inear controller. In the adaptive-control experiments, the two neu-
onets were trained with information of the exit air temperature
nd the airspeed, while the inlet air and water temperatures and
he water flow rates are kept constant. The data are normally ob-
ained by making measurements of the system subjected to small
ncrements in the set point. The Filter F and the Integral controller
would help the system to reach the actual set-point temperature
ven with the noise embedded in the measurements �52�. Adapta-
ion, as described earlier, consists of automatically adjusting in
eal time the parameters of the neurocontroller so that a desired
evel of control performance can be achieved, when the param-
ters being controlled were unknown or changing with time
55,69�. The adaptation is done by carrying out single training
ycles until the performance criteria are satisfied �72�. The effects
f different time constants of various components in the system do
equire a backup control function that can usually be provided by
PID controller until the ANNs adapt to any new operating con-

ition of the plant.
It is also important to note that under the adaptive control mode

hen the neurocontroller is trained online with new incoming
ata, one objective is to minimize the target error between the
utput and the prediction. In doing so, the neurocontroller being
rained may produce a dynamic unstable behavior, and therefore
he stability of the controller must be continually monitored at all
imes during training. Such a process to maintain stability has also
een developed, as given in Ref. �70�. At the same time, when the
NN parameters with respect to the target error also ensure sta-
ility, it is also possible to simultaneously consider other optimal
riteria, such as minimizing the plant energy consumption and
riving the system to an operating point to satisfy all three desired
riteria. Other functions need to be optimized can be treated the
ame way.

Five sets of experiments were carried out on the same single-
ow fin-coil heat exchanger to verify the validity of the IMC-
ased neurocontroller strategy. These are individually discussed in
he following and it will be shown that satisfactory performance
f the neurocontroller was reached in all cases �69�. The first
xperiment corresponded to a sudden change in the set point of
he outlet air temperature, with the result shown in Fig. 15. The
op curve shows the time variation of the outlet air temperature,
nd the bottom curve shows the needed time-dependent control
ariable in the airspeed. The experiment consisted of turning on

ig. 15 Sudden change of the set point in the air-outlet tem-
erature under IMC-based adaptive neurocontrol
he controller at an outlet temperature close to 34°C, while main-
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taining a constant water flow rate of 2.71�10−4 m3 /s. When the
adaptation criteria, i.e., stability and target error, were not
matched, the controller started the adaptation process to let a PID
controller keep the physical plant as close as possible to the set-
point temperature until the adaptation criteria were satisfied. It is
seen in Fig. 15 that, during the first 30 s in the test, the controller
was indeed adapting, and then it stabilized the plant at the desired
set-point temperature. At t=70 s, the set point was suddenly
changed to 33°C. The controller detected an abrupt change in the
target error and started another adaptation process. During this
period, the PID controller took over again and tried to keep the
system close to the new set point. At about t=90 s, the neurocon-
troller regained control of the system and stabilized it at the new
set point. It is interesting to observe that the airspeed increased by
about 50%.

The second test dealt with the case of water-side disturbance,
caused by shutting off the water flow for a specified period of
time. As shown in Fig. 16 of the experimental result, the neuro-
controller was first turned on and adapted until the adaptation
criteria were satisfied. The initial oscillations were mainly due to
the action of the PID controller while the neurocontroller adapted.
It then kept the system close to the same 34°C for the air outlet
temperature. At t=100 s, the disturbance was applied for a period
of 30 s. The neurocontroller worked until t=110 s, at which point
it handed the control action to the PID while it underwent a sec-
ond adaptation. At t=130 s, the water flow resumed. In the mean
time, the PID tried to keep up with the reference temperature by
reducing the airspeed to a minimum, but was unable to maintain
the outlet air temperature without the water flow. The adaptation
of the neurocontroller was complete around t=170 s, after which
it took over the control action. Figure 16 also showed the water
outlet temperature during the same period. Between 100 s and
130 s, there was no water flow so that the water outlet temperature
remained the same. When the water flow resumed, the cold water
that remained in the heat exchanger flowed past the thermocouple,
and was followed by hot water that was stagnant in the heater. The
resulting blip in the water outlet temperature could be seen in the

Fig. 16 Response to water-side disturbance by water-flow dis-
ruption under IMC-based adaptive neurocontrol
figure. The temperature oscillations were due to portions of cold
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nd hot water repeatedly passing the thermocouple while circulat-
ng within the closed loop. It is also seen that the airspeed has a
imilar oscillatory behavior.

The third experiment was the most critical for the neurocontrol-
er by reducing the air inlet area of the open wind tunnel, thus
epresenting a structural change in the heat exchanger thermal
ystem. Two separate subexperiments were performed; one by re-
ucing the cross-sectional area gradually and the other suddenly.
igure 17 shows the measured results for the first case with
radual air-inlet area reduction. In the first 30 s, the system was
nder PID control, and the neurocontroller gained the control at
he 30 s mark. From 100 s to 220 s, the air inlet area was blocked
radually to only one-half of the original area. During this period,
he neurocontroller increased the airspeed to maintain the system
t 34°C. There was a point at about 190 s when the ANN model
as not able to characterize the system and a new adaptation
egan, and continued until about 260 s. After it had learned, the
ew relation between the output air temperature and the airspeed
ook over the control action to stabilize the system. It is observed
n Fig. 17 that there were some oscillations of the temperature
etween 330 s and 350 s marks, but the outlet air temperature
nally settled down to the original set point.
An even more critical test is the same as that of the first air-side

isturbance test, except with one-half of the inlet air area suddenly
locked. The results are shown in Fig. 18. At first, the outlet air
emperature was close to the original set point. For the first 50 s,
he controller adapted until it learned the system behavior and

ig. 17 Response to air-side disturbance with gradual reduc-
ion of air-inlet area under IMC-based adaptive neurocontrol

ig. 18 Response to air-side disturbance with sudden reduc-

ion of air-inlet area under IMC-based adaptive neurocontrol
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kept the temperature stable at the original value. At 150 s, half of
the air inlet area was blocked suddenly, and the controller adapted
until it learned the characteristics of the new system. It is seen in
Fig. 18 that the airspeed increased approximately 50%. Finally, at
about the 240 s mark, the neurocontroller regained its control of
the plant and stabilized the system at the original set point.

The next and the last experiment is not a demonstration to show
the feasibility of the IMC-based neurocontroller, but to illustrate
an important new capability of this controller. In addition to the
desired control to achieve the accuracy, adaptation, and stability of
this control strategy, this neurocontroller is also able to handle any
optimal condition or conditions that may be imposed on the con-
trol by the system operation. In this last experiment, it was also
deemed desirable to minimize the energy consumption in the ther-
mal system, though any other optimal condition can be similarly
treated. It was first determined that from exploratory experiments,
it was found that the electric heater was the thermal component
that consumed the most energy, and that the lower water and
airflow rates would lead to lower use of the thermal energy. From
these exploratory experiments, the energy for each sampled mea-
surements would give the direction of decreasing energy use. The
controller would then drive the system in this direction. However,
if the controller senses that the system is behaving in an opposite
way, it will then adapt to the new desirable characteristics of the
system. The implementation of this capability is done as follows.
In addition to the two adaptation criteria for the weights and bi-
ases of the ANNs, i.e., low target error and stable operation, a
third is added representing minimizing of energy consumption.
When the two basic adaptation criteria are satisfied, the training
based on the third adaptation criterion is then turned on. The result
of this experiment is given in Fig. 19, showing the lower airspeed
after the last training is turned on, thus implying lower water flow
rates, while the set-point temperature is still maintained.

While the IMC-based neurocontroller strategy is seen to satisfy
all nonlinear dynamic control requirements as demonstrated by
the above experimental tests, this demonstration has been limited
to SISO systems. In principle, this is not a limitation of the adap-
tive neurocontroller strategy. However, it is true that for general
multiple-input and multiple-output �MIMO� systems, the corre-
sponding control strategy does become very complex, and as al-
ready pointed out, it represents a very fruitful area of research for
ANN-based applications. Also, it may be important to point out
that an even newer research paradigm based on broad-based arti-
ficial intelligence �AI� methodologies may be needed to develop
new strategies for dealing with very large scale and very complex
thermal systems that require versatile scalability to reduce system

Fig. 19 Energy minimization routine to reduce both flow rates
while maintaining set temperature as an added ability of the
neurocontroller
complexity to manageable levels. A small step in this direction is
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lready emerging, and it is based on the development of integrated
ybrid AI methodologies, as discussed in the next section.

ybrid ANN Methodologies
As it is generally known, the ANN methodology is one of the
ost successful AI methodologies or soft-computing algorithms

hat have found applications in thermal problems and systems
1,8�. However, there are other �AI� algorithms that are also very
uccessful in this regard. Good examples include evolutionary al-
orithms �GA and GP�, clustering analysis, fuzzy-logic systems
nd control, expert systems, data mining, virtual memory, and
thers. Their applications deal with many tasks such as pattern
ecognition, decision making, system control, information pro-
essing, natural languages, symbolic mathematics, speech recog-
ition, artificial vision, and robotics. One interesting characteristic
f these methodologies is that they are mostly complementary
ather than competitive, and it is often somewhat advantageous to
eploy them in combination than exclusively to achieve higher
evels of utility, efficiency, and performance in applications in
hermal problems and systems. As discussed earlier regarding the
mplementation issues in the basic ANN analysis, there are free
arameters and steps in the nodal calculations that need to be
etermined, as well as in the learning algorithm that could be
odified or optimized. Even though all of these determinations

an be ascertained in given applications by numerical experi-
ents, it is nevertheless not a very efficient process. This is where

ll the other soft-computing and AI methodologies can be called
pon to improve the basic ANN analysis as additional subroutines.
onversely, it is also plausible that the ANN itself can be consid-
red as subroutines to be inserted into the other AL methodologies
o improve their own performance.

As all the major �AI� methodologies, including the ANN, are
till under active development, the progress in developing hybrid
lgorithms understandably has not yet been very robust, However,
t is appropriate here to cite just a few examples of these ANN-
ased hybrids to illustrate where we are now and also suggest
reas for further studies. Genetic algorithms �Gas�, as an evolu-
ionary algorithm �1,73�, is a rather popular search engine to find
arious optima in conjunction with ANN and ANN fuzzy-logic
pplications. Vonk et al. �74�, for instance, proposed a methodol-
gy to automatically generate configuration based on evolutionary
omputation such as GA. Kaminski et al. �75� studied the thermal
eterioration processes by combined ANN and GA analysis. Ol-
veira and Sousa �39� utilized GA with a statistical estimator to
etermine the relevance of complex input parameters for ANN
pplications. Tarca et al. �76� adopted an integrated GA-ANN
trategy for modeling important multiphase flow characteristics.
lustering, as already demonstrated, involves pattern recognition
f subgroups within a large database �25,77–80�, and can be used
or knowledge generation as well as to determine the relevant
nput parameters similar to that in Ref. �39�. Also, it is of great
nterest to note a major emerging hybrid AI methodology known
s neuro-fuzzy or fuzzy-neuro system, which has been shown to
e very successful in dealing with pattern recognition of noisy and
uzzy sets of data. Two texts with somewhat different emphases
re those of Jany et al. �81� dealing with the computational meth-
dology and Brown and Harris �82� with adaptive modeling and
ontrol. These hybrid algorithms have also been used for several
ndividual applications, such as the GA-based neuro-fuzzy system
or temperature control �83�, development of a fuzzy-neural mod-
le for home comfort in buses �84�, prediction of critical heat flux
sing fuzzy theory and ANN �85�, and the study using an ANN
odule in series with a fuzzy-logic module �31� for flow-regime

dentification in two-phase flows, as already mentioned in the sec-
ion on ANN-based steady thermal problems.

The current status of ANN-based hybrid algorithms is definitely
aining popularity as they are capable of dealing with increasingly
ore complex thermal phenomena and problems. It is definitely
xpected that, as fundamental research on AI methodology includ-

ournal of Heat Transfer
ing the ones on ANN, we will see many fruitful developments of
hybrid algorithms to address thermal problems that are difficult to
handle at the present time.

Future Prospects for ANN Methodologies
From the present brief review, it is seen that ANN methodolo-

gies and the corresponding new paradigm represent a promising
way to approach and solve difficult thermal problems. Shortcom-
ings such as the need for reliable experimental data and uncertain
choice of free parameters in the basic ANN methodology do exist,
but their effects are expected to be reduced in time as results of
more basic studies on the methodology become available. Much
of that is on going right now. On the other hand, with the ever-
present noisy, imperfect, and uncertain information in real-world
applications, it is perfectly logical to suspect that ANN alone may
not provide the whole answers to complicated problems, but also
rely on combined solutions from the AI universe. This movement
is now already under way, and thermal engineers must be prepared
to participate and lead, if the thermal science and engineering
discipline continues to flourish. A good example is that now it is
well within reach to treat very complex thermal systems in scal-
able design and control such as large thermal plants with highly
interconnected subsystems involving multitude of thermal de-
vices, by means of dynamic agent-based control with the full
implement of all the major AI methodologies �86–88�.

Conclusions
The present paper gives a brief review of the current status of

applying the new artificial neural network �ANN� paradigm to
difficult and complex thermal problems that cannot be readily
solved by traditional approaches. In addition to the description of
the basic ANN methodology and their possible variations, ex-
amples are given in terms of three major areas of ANN applica-
tions, namely, steady thermal problems, dynamic thermal model-
ing, and adaptive thermal control. Attributes of the ANN results
are shown in terms of accuracy and flexibility in its use, and also
their computational and experimental validations. Also discussed
are hybrid algorithms in which the ANN plays a major role, along
with other associated AI methodologies, for improved perfor-
mance in the applications. Finally, some broad future prospects
are also indicated.
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Nomenclature
c � steepness factor

D � tube diameter, m
Er � error function in each run
F � filter
H � height of heat exchanger, m
I � total layer number
i � layer number

i , j � node designation
JI � number of nodes in the output layer
Ji � maximum value of j in Layer i
j � node number in each layer

js � sensible heat Colburn j-factor
jt � total heat Colburn j-factor

m � mass rate of flow, kg/s
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Ncir � number of circuits in heat exchanger
Ncol � number of columns in heat exchanger
Nrow � number of rows in heat exchanger

Q � total rate of heat transfer
QANN � Q based on ANN prediction

Qcor � Q based on correlation
R � mean value of the ratios of experimental heat-

transfer rate to that of ANN prediction
Re � Reynolds number

s � seconds
T � temperature, °C
t � time, s
t � tube sheet thickness, m

tI,j � target value at the output layer node
v � air velocity, m/s

W � width of the heat exchanger, m
w � synaptic weight
x � node input

x� � lateral tube spacing, m
xb � vertical tube spacing, m
y � node output
� � increment
� � fin spacing, m

�i,j � node error
�i,j � node bias

� � learning rate
� � activation function variable

 � standard deviation

�i,j � node activation function

ubscripts and Superscripts
a � air side

db � dry bulb
out � outlet

r � refrigerant
wb � wet bulb
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he heat and fluid flow in a fully developed turbulent channel flow
ave been investigated. The closure model of Reynolds shear
tress and Reynolds heat flux as a function of a series of logarith-
ic functions in the mesolayer variable have been adopted. The

nteraction between inner and outer layers in the mesolayer (in-
ermediate layer) arising from the balance of viscous effect, pres-
ure gradient and Reynolds shear stress (containing the maxima
f Reynolds shear stress) was first proposed by Afzal (1982,
Fully Developed Turbulent Flow in a Pipe: An Intermediate
ayer,” Arch. Appl. Mech., 53, 355–377). The unknown constants

n the closure models for Reynolds shear stress and Reynolds heat
ux have been estimated from the prescribed boundary conditions
ear the axis and surface of channel. The predictions are com-
ared with the DNS data Iwamoto et al. and Abe et al. for Rey-
olds shear stress and velocity profile and Abe et al. data of Rey-
olds heat flux and temperature profile. The limitations of the
losure models are presented. �DOI: 10.1115/1.2944240�

eywords: Reynolds heat flux closure model, thermal mesolayer,
emperature profile

Introduction
Recently, Sreenivasan and Bershadskii �1� while considering

he mean velocity distribution near the peak of the Reynolds shear
tress also attempted to extend the buffer layer by proposing a
eynolds stress closure model, and the same was also published

n Sreenivasan and Bershadskii �2�. Earlier, the Reynolds stress
losure model was proposed by Panton �3–5�, but he did not use
he very long and complicated expression for the velocity distri-
ution �see Eq. �11�, Panton �3��. In a fully developed turbulent
ipe or channel flow, Afzal �6� proposed a mesolayer theory in the
esolayer variable �=y+ /�R� and predicted the Reynolds shear

tress as

�+ = 1 − R�
−1/2�� +

J���
�

� �1�

here J���=Ao+ �Ai−Ao�exp�−m��, J=Ai for �→0, J=Ao for
→�, and m is a constant related to log laws in a mesolayer
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velocity profile. The velocity profile solution �7� is a composite
relation

Uc − u

u�

= �Ai − Ao�E1�m�� − Ao ln Y + �Ao�2 − W�Y�� �2�

where E1�x�=�x
�t−1e−tdt is the exponential integral and �7�

adopted m=1. This is a generalization of Coles wall-wake profile
�with wake function W�Y�� with s contribution from the buffer
layer near the wall. Afzal �6� from relation �1� for the traditionl
two layer theory Ai=A0=1 /k predicted the maximum of Reynolds
shear stress as

y+m =�R�

k
, �+m = 1 −

2
�kR�

�3�

Sreenivasan and Bershadskii �1,2� adopted a closure model in a
series of square of the logarithmic expansion in the variable
y+ /y+m, involving y+m=��R�, the maxima of Reynolds shear
stress in the mesolayer �or the intermediate layer in between inner
and outer layers�. The unknown constant, �1 , . . ., in Reynolds
shear stress expansion was regarded as independent of Reynolds
number at least for high enough R�→�. As shown in the present
work it is not appropriate but rather incorrect.

The basic work of Afzal �6–9� on mesolayer has not been cited
in Sreenivasan and Bershadskii �1,2� even though their expansion
of Reynolds shear stress is associated with the mesolayer variable
�Afzal �6�� rather than the wall layer �with variable y+�. Earlier,
Sahay �10� �dissertation Director Sreenivasan�, in his Ph.D. thesis,
on p. 13, stated: “Afzal �1982� attempted to put the three-layer
scheme on a firmer theoretical basis. For the study of the mean
momentum equation, under various limiting processes, he identi-
fied that the intermediate limit process, y+=O�R�

−1/2� and R�→�
leads to a non-trivial dominant balance among all the terms of the
equation. Using the asymptotic expansions in three layers, fol-
lowed by asymptotic matching, he arrives at the same result* as
Long and Cheng �1981�. It is appropriate to mention here that
when we came up with idea of investigating the mean momentum
equation under the various limiting process we were unaware of
Afzal’s paper.” The text “same result” marked by * in this com-
ment �10� mentioned above is not correct because the work of
Afzal �7� proposed a rational mesolayer theory, showing that the
mesolayer theory of Long and Chen �11� is untenable �see also
Afzal �7–9��. Moreover, in the Second Asian Congress of Fluid
Mechanics in Beijing during 1983, Afzal �12� contributed a three-
layer theory of turbulent boundary layer on a flat plate, where
Sreenivasan �13� also contributed a paper on the fine scale of
turbulence in boundary layers. Further, in subsequent papers
Sreenivasan and Sahay �14�, Sahay and Sreenivasan �15�,
McKeon and Sreenivasan �16�, and previous papers by
Sreenivasan �17,18�, while describing the turbulent flow scales
and the structure, considered the mesolayer but unduly ignored the
rational mesolayer theory of Afzal �6–9,12�. Moreover,
Sreenivasan et al. �18� �page 198, lines 26–27� stated that “Mixed
scaling consists of the geometric mean on the inner and outer
scales has also been proposed �Johansson and Alferdsson �19�”�,
duing 1982. This statement of Sreeinivasan �18� attributing the
mixed scaling to the work of Johansson and Alferdsson �19� is not
correct as these authors have not even talked about the mixed
scaling or the mesolayer in the work �19�. Sreenivasan �18� cited
Long and Chen �11� at an inappropriate place and ignored the
citation of the intermediate layer theory of Afzal �6–9�. Further,
Sreenivasan �17� during the year 1987 while proposing a critical
layer �equivalent to the mesolayer �11� / intermediate layer �6–9��
has neither cited the mesolayer of Long and Chen �11� nor inter-
mediate layer of Afzal �6–9�. In fact, Afzal �6� in 1982 published
a rational three layer theory for turbulent pipe and channel flows
�see also Afzal �7–9��.

Antonia et al. �20�, Tsuji �21�, Guala et al. �22�, and Balakumar
+ 1/2
and Adrian �23� adopted the mesolayer relation ymax=2R� from
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efs. �14,15,18� instead of the earlier mesolayer relation ymax
+

1.85R�
1/2 proposed by Afzal �7� and analogous relation by Long

nd Chen �11�. The prediction of the Reynolds shear stress
axima by relation �4� was first proposed by Afzal �7,10�, but
anton �3–5� incorrectly attributed these relations to himself. Za-
oun �24� also incorrectly attributed these relations to Panton �3�.
ei et al. �25� and Klewicki et al. �26,27� and Fife et al. �28�,
hile displaying the Reynolds shear stress data, adopted the me-

olayer variables of Afzal �7� but did not cite the first original
ork by Afzal �7,10,11�. The interaction between inner and outer

ayers in the mesolayer �intermediate layer� from balance of vis-
ous effect, pressure gradient and Reynolds shear stress contain-
ng the maxima of Reynolds shear stress was first proposed by
fzal �6–8�. In the recent work, Morrison �31,32�, Panton �4,5�

nd others �19–30,33� have failed to note that the work of Afzal
6–8� preceded to other cited authors �14–30,33� by 5 to 25 years.
n fact, Figs. 8 and 9 in Afzal �6� show Laufer’s pipe data and Fig.
in Afzal �8� the Klebanoff boundary layer data in the mesolayer

ariables, as well as the comparison of data with mesolayer pre-
ictions �6,8�. The inner time scale Ti=� /u�

2, outer time To
� /u�, and mesolayer scale Tm is the geometric mean of inner and
uter time scales Tm=�TiTo=��� /u�

3=�m /u�. The period of the
requency of occurences of burst scales with mesolayer was simu-
aneouly proposed by Afzal �9� and Alferdsson and Johansson
34�, while attributing the mesolayer length to Afzal �8�, but the
ater work by Shah and Antonia �35�, Osterlund et al. �36�, and
agano and Houra �37�, have not cited the first original work by
fzal �6–9�.
In the present work, the series of logarithmic functions for Rey-

olds shear stress in Reynolds mean momentum equation and an-
ther series of logarithmic functions for Reynolds heat flux for
eynolds energy equation have been investigated in the fully de-
eloped turbulent channel flow at large Reynolds numbers. The
imitations of logarithmic expansions for Reynolds shear stress
nd the Reynolds heat flux have been investigated.

Momentum Transfer in a Turbulent Channel Flow
The Reynolds equation in a fully developed turbulent channel

ow in traditional wall variables y+=yu� /�, u+=u /u�, and �+
� / �	u�

2� becomes

du+

dy+
+ �+ = 1 − 
y+ �4�

here 
=R�
−1. The maxima of Reynolds shear stress occurs at

m=� and �+m	h=1−�
�, where � and � are constants of order
nity �Afzal �6��. The logarithmic expansion for the Reynolds
hear stress �+ around the maximum value in mesolayer variables
ay be taken as

�+ = h�1 − �1�ln��/���2
¯ + ¯ � �5�

here �1 , . . . and h are functions of Reynolds number. The inte-
ration of the momentum equation �Eq. �4�� gives the velocity
rofile, and in mesolayer variable � it yields


u+

�
+

�

2
� 1

�R�

= p0 + p1
ln� �

e�
��2

�6�

p0 = 1 − h + h�1 �7a�

p1 = h�1 �7b�

�1
−1 = �ln���R�/���2 �7c�

n the work of Sreenivasan and Bershadskii �1,2� the unknown
onstant �1 , . . . in Reynolds shear stress expansion �Eq. �5�� was
egarded as independent of Reynolds number at least for high
nough R�→�. Moreover, Sreenivasan and Bershadskii �1,2�

dopted the data of Iwamoto et al. �38� and McKeon �39�, but the

94501-2 / Vol. 130, SEPTEMBER 2008
values of constant �1 from data have not been stated. As shown in
present work it is not appropriate but rather incorrect. On the
Reynolds shear stress closure model �Eq. �5�� we impose a bound-
ary condition near the axis of the channel y+=�R� and �=��R�,
where ��1 the Reynolds shear stress �+=0, and Eq. �5� yields

�1
−1 = �ln���R�/���2 �8�

(a)

(b)

(c)

Fig. 1 Comparison of the DNS data of Abe et al. for four Rey-
nolds numbers with the present work. „a… Reynolds shear
stress �+ versus y+. „b… Velocity distribution u+ /y++y+ / „2R�…

versus y+. „c… Velocity distribution u+ versus y+.
which again shows that �1 is a function of Reynolds number.
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Heat Transfer in a Turbulent Channel Flow
The thermal Reynolds equation of temperature profile in a fully

eveloped channel flow is �40–42�

1

Pr

dT+

dy+
+ �t+ = 1 − R�

−1 u�

Ub


0

y+

u+dy+ �9�

n terms of temperature T+= �T−Tw� /T�, Reynolds heat flux �t

(a)

(b)

(c)

ig. 2 Comparison of the DNS data of Abe et al. for three Rey-
olds numbers with the present work. „a… Reynolds heat flux �t+
ersus y+. „b… Temperature distribution T+ / „Pry+…+y+J / „2R�…

ersus y+. „c… Temperature distribution T+ versus y+.
�t / �	Cpu�T�� and y+=yu� /�

ournal of Heat Transfer
�

Pr

�2T

�y2 +
��t

	�y
= u

�T

�x
�10�

Here T�y� is the temperature, y is the normal coordinate, �t=
−	Cp�v�t�� is the appropriate thermal Reynolds stress, Pr is mo-
lecular Prandtl number, T�=qw / �	Cpu�� is the friction tempera-
ture, and qw is the wall heat flux.

The Reynolds heat flux logarithmic expansion, in analogy with
Eq. �8�, becomes

�t+ = ht�1 − �t1�ln��/�t��2
¯ + ¯ � �11�

The maxima of Reynolds heat flux occurs at �Seena and Afzal
�40�� �tm+=�t and �tm+=ht. The fist two terms in Eq. �11� are
considered, where �+=0 at �=�t

�R� near the axis of the channel
and �=�t

2 / ��t
�R�� near the wall yields �t1

−1= �ln���tR� /�t��2,
which again shows that �1 is a function of Reynolds number.

The temperature distribution based on relation �10�, after inte-
gration of the energy �Eq. �10�� gives

T+

Pry+
+

y+

2R�

K�y+� = gt�y+�

�12�

gt�y+� = pt0 + pt1
ln� y+

eytm+
��2

pt0 = 1 − ht + ht�t1, pt1 = ht�t1

�13�

K�y+� = 2
u�

Ub
y+

−1
0

y+
0

y+

u+dy+dy+

The integrals in the function K�y+� have been estimated from
velocity distribution �Eq. �6�� to obtain

K�y+� =
u�

Ub

−

y+
3

24R�

+
y+

2

6
�p0 + p1��ln

�

ce�
�2

+ d��� �14�

c = exp�1

2
+

�e

3
� �15a�

d =
e

9
+

1

4
�15b�

The above relations for temperature profile in mesolayer variables
become


 T+

Pr�
+

�

2
K���� 1

�R�

= pt0 + pt1
ln� �

e�
��2

�16�

4 Results and Discussion
The Reynolds shear stress and velocity profile from DNS data

of Abe et al. �41,42� for four friction Reynolds numbers R�=180,
395, 640, and 1020 are plotted and shown in Figs. 1�a�–1�c�. The
Reynolds shear stress prediction from relation �20� is shown in
Fig 1�a�. The predictions agree very well with DNS data in the
entire domain, little above the sublayer �y+8�. The velocity dis-
tribution data of Iwamoto et al. �38� in the variables �u+ /y+
+y+ / �2R�� ,y+� are shown in Fig. 1�b�, and our prediction �Eq.
�10�� �as solid lines� where the data are in good agreement for all
values little above the sublayer �y+8�. The velocity profile data
shown in Fig. 1�c� in terms of the traditional wall variables
�u+ ,y+� are compared with classical log law,

u+ = k−1 ln y+ + B �17�

where k=0.4 and B=5. The prediction �Eq. �6�� in the sublayer
y+�15 overestimates the values, and toward the outer region it
departs from the classical log law �Eq. �17�� as well as the DNS

data, which are somehow not been observed in Fig. 1�b�. In Iwa-
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oto et al. �38� the DNS data of Reynolds shear stress and veloc-
ty profile for five friction Reynolds numbers R�=109.4, 150.5,
97.9, 395.8, and 642.5 have behaviors analogous to those in Figs.
�a�–1�c�, and no additional comment is needed.

The Reynolds heat flux and temperature from the DNS data of
be et al. �41,42� for four friction Reynolds numbers, R�=180,
95, 640, and 1020, are shown in Figs. 2�a�–2�c�. The Reynolds
eat flux prediction from relation �20� is shown in Fig. 2�a�. The
redictions agree very well with DNS data in the entire domain,
ittle above the sublayer �y+8�. The temperature profile data of
be et al. are in terms of the variables �T+ / �Pry+�
y+J / �2R�� ,y+�. Our prediction �Eq. �14�� �as solid lines� is

hown in �Fig. 2�b��, and the data are in good agreement above the
ublayer �y+8�. The temperature profile data shown in Fig. 2�c�
n terms of the traditional wall variables �T+ ,y+� are compared
ith classical log law,

T+ = kt
−1 ln y+ + Bt �18�

here kt=0.43 and Bt=3. The prediction �Eq. �16�� in the sublayer
+�15 overestimates the values, and toward the outer region it
eparts from the classical log law �Eq. �18�� as well as the DNS
ata, which are somehow not been observed in Fig. 2�b�.

Note added in proof: Lundgren �43� has not also cited the me-
olayer scale theory proposed by Afzal �6–8,44,45� that preceded
y 20–25 years. Further, if mean velocity vector in work of Afzal
5–9,12� and Afzal and Bush �44� are replaced by instantaneous
elocity vector, we get the results of Lungren �43� for instanta-
eous velocity vector.
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onjugate numerical solution of laminar forced convection for
ross-flow over a cylinder with external longitudinal fins of finite
hickness has been carried out. The rate of heat transfer from the
ns increases and that from the free area of the cylinder margin-
lly decreases with an increase in thickness, length, and number
f fins. The rate of heat transfer from the fins alone is usually
uch higher than that from the cylinder surface. As a conse-
uence, the net result of these two opposing effects is an increase
n the total heat transfer over that of the smooth cylinder, the
mount increasing with an increase in thickness, length, and num-
er of fins but with diminishing returns. The fins are more effective
t high Re values than at low ones. �DOI: 10.1115/1.2946477�

eywords: forced convection, longitudinal fin, cross flow, finned
ylinder

Introduction
Forced convection across a smooth cylinder is a very old topic

nd has been investigated extensively due to its wide range of
pplications. Morgan �1� listed 150 experimental studies and 29
ublished correlations based on experimental and theoretical re-
ults conducted prior to 1975. He reported wide discrepancies
mongst the results and possible reasons for them. He also pro-
osed a correlation of the form Nu=CRen with seven pairs of
alues for the constants C and n to cover a range of Reynolds
umbers from 10−4 to 2�105. These correlations have been rec-
mmended by Rohsenhow et al. �2�. In order to enhance the rate
f heat transfer from the cylinder, fins of uniform thickness are
ttached to it, most commonly in longitudinal or angular orienta-
ions. Depending on the applications, the fins may be fixed on the
nner or the outer surfaces of a cylinder. In the case of annular fins
f uniform thickness attached to the outer surface of the circular
ylinder, each fin surface is parallel to one of the planes of a
hree-dimensional cylindrical polar coordinate system and this
ases the discretization of the physical domain for a numerical
olution. However, this is not so for the longitudinal fins of uni-
orm thickness fixed onto a circular cylinder. The articles on con-
ection from a horizontal cylinder with longitudinal fins, which
he authors could locate, are by Rustum and Soliman �3�, by Chai
nd Patankar �4� dealing with internal fins, and by Abu-Hijleh

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 1, 2007; final manuscript received
ebruary 15, 2008; published online July 10, 2008. Review conducted by Louis C.

urmeister.

ournal of Heat Transfer Copyright © 20
�5–10�, Haldar �11�, and Haldar et al. �12� dealing with external
fins. Only three of these �7,8,10� pertain to forced convection
across a horizontal cylinder with external longitudinal fins, the
topic of the present article. All the articles cited above except that
of Haldar et al. �12� suffer from two major drawbacks, the as-
sumption of an isothermal fin at the base temperature and a neg-
ligible fin thickness. In order to take advantage of the fin surfaces
coinciding with the radial coordinate direction of cylindrical polar
coordinates, the fin thickness was neglected. When the fin thick-
ness is assumed to be zero, the temperature variation along the
fins cannot be determined numerically and this necessitates the
assumption of a uniform fin temperature at the base value. The
present investigation reveals that as the fin thickness reduces, the
deviation from isothermality increases. Thus the two assumptions,
isothermal fins at the base temperature and negligible fin thick-
nesses, are not compatible. With the inclusion of fin thickness, the
results now depend on two additional parameters, the fin thickness
itself and the fin thermal conductivity.

2 Problem Description
The schematic of the problem is presented in Fig. 1 along with

the coordinate directions and the respective velocity components.
The problem is symmetric about the vertical diameter, the upper
and lower segments of which correspond to �=0 deg and
180 deg, respectively. The fluid flows crosswise to the cylinder
with an undisturbed velocity U

�
* and temperature T

�
* in the direc-

tion, as shown in the figure. The fins are rectangular, having thick-
ness t* and length L*, and are positioned at an equal angular
spacing around the cylinder. The cylinder surface was deemed
isothermal at a temperature higher than the freestream value. The
base of each fin was considered at the temperature of the cylinder
surface.

3 Describing Equations and Boundary Conditions
For the fins, only the conduction equation needs to be solved

and this is

�2T

�x2 +
�2T

�y2 = 0 �1�

For the fluid region, the flow equations in vorticity-stream-
function formulation were solved and these are

u
��

�r
+

v
r

��

��
=

2

Re
�2� �2�

u =
1

r

��

��
and v = −

��

�r
�3�

�2� = − � �4�
The conservation of energy in the fluid region in dimensionless
variables takes the form

u
�T

�r
+

v
r

�T

��
=

2

Re Pr
�2T �5�

where

�2 =
�2

�r2 +
1

r

�

�r
+

1

r2

�

��2

Advantage was taken of the symmetry about the vertical diameter,
and the equations were solved in one-half of the physical domain.
A pseudocylinder of a diameter large enough not to influence the
results was considered as one of the boundaries to facilitate the
computation. The conditions to be satisfied on all the boundaries

of the fluid region are given next.
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� = 0, � = −
�2�

�r2 , and T = 1

in surfaces. �=0 at all the exposed fin surfaces. The upper and
ower surfaces of each fin were assumed to coincide with the
onstant �-line passing through the center of the respective fins
or the purpose of determining the vorticity. Accordingly, �=
�1 /r2���2� /��2� at the upper surface, �= �1 /r2���2� /��2� at the

ower surface, and �=−�2� /�r2 at the tip of each fin.
The continuity of heat flux at either side, solid and fluid, of the

hree exposed surfaces of each fin was the condition for the tem-
erature.

Symmetry lines at �=0 and �. �=0 with �2� /��2=0 as the
dditional condition. Symmetry about � demands v=0 and
u /��=0, resulting to �=0. Also, symmetry requires �T /��=0.

Outer pseudocylinder. �=ro sin � and �=0. For temperature,
he conditions are T=0 if u is negative �inflow� and �T /�r=0 if u
s positive �outflow�.

Numerical Method
The governing dimensionless equations were solved by a finite

ifference technique based on control volume discretization over
onstaggered grids. The equations were discretized following the
hird-order accurate QUICK scheme �13� with central differencing
or the wall adjacent control volumes.

A grid refinement study was undertaken with various pairs of
adial and angular grid spacings in order to arrive at values that
roduced grid-independent results. Initially, radial spacing was
radually reduced and the angular spacing was kept fixed. This
xercise yielded a radial spacing of 0.01 up to the fin tip plus 0.2,
nd 0.1 farther away as sufficient. The angular spacing was then
aried and a uniform value of 1 deg was found to produce results
ith acceptable accuracy. Each fin was discretized by a maximum
f 200 equally spaced nodes along the length and 20 along its
hickness.

Equation �2� was solved for �, Eq. �4� for �, and Eq. �3� for the
elocity components u and v from � until the values converged.
ow, with the known velocity field, Eq. �1� for each of the fins

nd Eq. �5� for the fluid region were solved simultaneously to-
ether with the imposition of heat flux continuity at each fin sur-
ace exposed to the fluid until convergence was achieved.

The global convergence of the flow and temperature was

Fig. 1 Schematic of the physical problem
eemed to have been achieved when the differences of vorticity

94502-2 / Vol. 130, SEPTEMBER 2008
and temperature values at each grid point between two consecu-
tive iteration cycles were less than 0.001% and 0.000001%, re-
spectively.

The formation of a recirculation zone at the rear of the cylinder
at high Re necessitated locating the outer pseudocylinder beyond
about 15 times the radius of the cylinder, measured from the cen-
ter.

5 Results and Discussions
The results were first generated for the case of a smooth cylin-

der for Re from 10−4 to 500, and the Nusselt numbers obtained
were found to agree very well with those of Morgan �1� except at
very low Re. This validates the numerical code as well as the
choice of grids. For the case of a finned cylinder, the rate of heat
transfer depends on the number, length, thickness, and thermal
conductivity of the fins, and also on the Reynolds number. In
order to reduce the number of variables, solutions were performed
for a fixed value of the ratio of fin to air thermal conductivity of
2000. Results were generated for 0�N�18 equally spaced over
the entire �360 deg� cylinder, 0.1�L�0.5, 0.01� t�0.05, and
for three values of Re �1, 10, and 100�. The fluid around the
cylinder was chosen as air by specifying a Pr value of 0.7.

5.1 Effect of Fin Parameters L, N, and t. The rate of heat
transfer from a finned cylinder consists of two components; one
from the uncovered part of the cylinder surface, Qcyl=�cyl
− ��T /�r�dA, and the other from the three exposed surfaces of
each fin, Qfin=�fins− ��T /�n�dA, where n represents normal to the
respective surface and A represents the area. The sum of these two
provides the total rate of heat transfer. Both these components are
influenced by the various fin parameters, viz., thickness, length,
number, thermal conductivity of fins, Reynolds number.

From the fin base, heat is conducted to the fin and then con-
vected from its three surfaces to the surrounding fluid. With in-
creasing fin thickness, the base area linearly increases while the
increase in exposed fin surface area is negligible. This necessitates
an increase in fin temperature with thickness to satisfy the equality
between the rate of heat transfer to the fin at the base and that
from the fin to the fluid. The increase in fin temperature with
thickness reduces the temperature gradient at the fin base for a
fixed cylinder surface temperature, which may be noted at r=1, as
shown in Fig. 2. The net result of the two opposing effects, in-
creasing the base area and decreasing the temperature gradient, is
an increase in heat transfer from the fins with thickness, as shown
in Fig. 3. As expected, the contribution from the fins increases
when the cylinder is provided with more fins of the same thick-
ness �Fig. 3�.

An increase in fin temperature due to an increase in thickness
�Fig. 3� causes the air temperature adjacent to the cylinder to rise
and causes a consequent reduction of temperature gradient at the

Fig. 2 Effect of the fin thickness on the temperature of the fin
at 40 deg
cylinder surface. Additionally, the free cylinder area marginally
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educes with increasing fin thickness. On account of these two, the
ate of heat transfer from the free area of the cylinder marginally
ecreases with increasing thickness �Fig. 4�. The relatively sharp
eduction between dimensionless thicknesses 0.01 and 0.02 is due
o a large increase in fin temperature within that range �Fig. 2�.
nother important observation from Fig. 4 is that of reduction of
eat transfer from the cylinder surface with more fins of the same
hickness.

The total dimensionless heat transfer may be obtained by add-
ng the contribution of the fins �Fig. 3� and the cylinder surface
Fig. 4�. The profiles of the total heat transfer with fin thickness
re similar to those of Fig. 3 since the contribution by the fins is
uch greater than that by the cylinder surface.

5.2 Effect of Reynolds Number, Re. The results presented in
igs. 2–4 are for Re=100. In order to investigate the effects of the
eynolds number, the total dimensionless heat transfer from a
nned cylinder has been plotted in Fig. 5 as a function of fin

ength for 18 fins of thickness 0.05, and in Fig. 6 as a function of
he number of fins for a fin length of 0.5 and a thickness of 0.05.
he intercepts on the y-axis are the total heat transfer values at the

espective Re for the case of a smooth cylinder. The rate of heat
ransfer increases over its value for the smooth cylinder with in-
rease in number as well as length of fins but with diminishing
eturns. The rate of heat transfer from a cylinder with 18 fins of
ength 0.5 and thickness 0.05 is about 1.58 times of that of the
mooth cylinder at Re=1, while it is about 1.98 times at Re=10,
nd about 2.30 times at Re=100.

ig. 3 Variation of heat transfer from the fins with thickness
nd number of fins

ig. 4 Heat transfer from the uncovered part of the cylinder

ith thickness and number of fins
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Nomenclature
d* 	 cylinder diameter, m; d=d* /r

c
*=2

k
a
* 	 thermal conductivity of air, W m−1 K−1.

L* 	 fin length, m; L=L* /r
c
*

N 	 number of fins over the entire cylinder
Pr 	 Prandtl number

Q
cyl
* 	 rate of heat transfer from the cylinder surface,

W; Qcyl=Q
cyl
* /k

a
*r

c
*�T

c
*−T

�
*�

Q
fin
* 	 rate of heat transfer from the fins, W; Qfin

=Q
fin
* /k

a
*r

c
*�T

c
*−T

�
*�

r* 	 radial distance, m; r=r* /r
c
*

r
c
* 	 cylinder radius, m; rc=1

r
o
* 	 radius of the outer pseudocylinder, m;

ro=r
o
* /r

c
*

Re 	 Reynolds number, Re=U
�
*d* /
*

T* 	 temperature, K; T= �T*−T
�
*� / �T

c
*−T

�
*�

T
c
* 	 cylinder surface temperature, K;

Tc= �T
c
*−T

�
*� / �T

c
*−T

�
*�=1

T
�
*

	 freestream temperature, K; T�= �T
�
* −T

�
*� / �T

c
*

−T
�
*�=0

t* 	 fin thickness, m; t= t* /r
c
*

U
�
* 	 freestream velocity, m s−1; U�=1

u* 	 radial velocity, m s−1; u=u* /U
�
*

v* 	 angular velocity, m s−1; v=v* /U
�
*

x* 	 coordinate distance along the fin length, m; Eq.
�1�; x=x* /r

c
*

y* 	 coordinate distance along the fin thickness, m;
Eq. �1�; y=y* /r

c
*

Fig. 5 Total heat transfer with fin length at different Re
Fig. 6 Total heat transfer with number of fins at different Re
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* 	 kinematic viscosity, m2 s−1

� 	 angular coordinate
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* /r
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* 	 dimensional quantity
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91 Auditorium Road, Unit 3139,
torrs, CT 06269
-mail: tberg@engr.uconn.edu

he thermal response of a one-dimensional plane wall to sequen-
ial heating and cooling is considered. Of interest is the thermal
esponse at the midplane of the wall in terms of the extreme tem-
eratures that evolve after heating subsides. Correlations are gen-
rated to estimate the extreme temperatures and the times at
hich they occur. �DOI: 10.1115/1.2945879�

eywords: transient conduction, sequential heating and cooling

ntroduction
The thermal response of objects can often be estimated by em-

loying one-dimensional analyses. The most familiar analytical
olutions are for sudden heating or cooling at the boundary�ies� of
he domain and the evolution of temperatures to some steady state
1–5�.

In applications ranging from food processing to nondestructive
esting �6–11�, an object is often sequentially heated then cooled,
ith similar initial and steady-state temperatures. The thermal re-

ponse of regions internal to the object is of interest, and this
esponse may not be obvious. For sequential heating and cooling,
aximum internal temperatures can occur long after surface cool-

ng begins.

roblem Description
Consider a plane wall of width 2L and initial temperature, Ti.

eating �Phase 1� is associated with T�,h and hh, while cooling
Phase 2� is induced by T�,c and hc. The initial and final wall
emperatures are identical, T�,c=Ti. Boundary conditions applied
t x= �L are identical, leading to symmetric temperature distri-
utions about the wall centerline, x=0. Assuming constant prop-
rties, the governing equation for the temperature distribution is

�2�

�x*2 =
��

�Fo
�1�

here �= �T−T�� / �Ti−T�� and the initial and boundary condi-
ions for Phase 1 are

��x*,0� = 1 �2a�

� ��

�x*
�

x*=0
= 0 �2b�

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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� ��

�x*
�

x*=1
= − Bi1��1,Fo� �2c�

Here, Bi1�hhL /k and Fo1 is the duration of Phase 1. For Phase 2,
the boundary conditions are

� ��

�x*
�

x*=0
= 0 �3a�

� ��

�x*
�

x*=1
= − Bi2���1,Fo� − 1� �3b�

where Bi2�hcL /k and the initial condition for Phase 2 is the
temperature distribution at Fo1.

Results
Equations �1�, �2a�–�2c�, �3a�, and �3b� were solved numeri-

cally for 0.05�Fo1�� using a 1D finite-volume method �12�. An
implicit formulation was employed with �x*=0.05 and time steps
of �Fo=0.001Fo1. The simulations were verified by comparing
predictions of ��x*=0,Fo1� with exact solutions for Phase 1 �12�.
Agreement to within three digits was noted in all cases reported
here.

Thermal Response. A typical response �Bi1=10, Bi2=1, Fo1
=0.1� is shown in Fig. 1. Increasing physical temperatures in
Phase 1 correspond to decreasing values of �. Temperatures at the
midplane �x*=0�, quarter-thickness �x*�0.5�, and surface �x*

=1� of the wall reveal that the surface thermal response is quick ��
decreases rapidly� compared to internal regions. At the onset of
Phase 2, ��x*=1� increases rapidly �the physical temperature de-
creases rapidly� relative to the interior regions. The midplane �
continues to drop as thermal energy propagates inward from re-
gions that are distant from the surface and the extreme midplane
temperature, �min, occurs at Fo2�0.37. The maximum change in
�o from its initial value �1−�o�0,Fo2�=0.212� is six times greater
than that at Fo1�1−�o�0,Fo1�=0.033�. Hence, the continued heat-
ing of internal regions during Phase 2 can be significant.

Simulations and Correlations. About 300 simulations were
performed for 0.01�Bi1�1000, 0�Bi2�1000, and 0�Fo1
��, covering a broad range of heating and cooling conditions and
heating durations. Recall that �i� exact infinite series solutions
exist for Fo�Fo1 and �ii� approximate �single-term� solutions
yield acceptable results for Fo�0.2 �12�. Also, an approximate
solution for the steady-state midplane temperature exists for ap-
plications of �iii� adiabatic boundary conditions during Phase 2
and is

�min,a =
sin �1

�1
C1 exp�− �1

2Fo1� �4�

where �1 tan �1=Bi1 and C1=4 sin�1 / �2�1+sin�2�1��. In the fol-
lowing discussion, these three solutions are termed exact, approxi-
mate, and adiabatic.

Values of �min are shown in Fig. 2. Figure 2�a� is for gentle
heating �Bi1=0.1� with lumped-capacitance behavior evident in
Phase 1; �min exists at Fo�Fo1. For more robust heating �Bi1
=1; Fig. 2�b��, �min exhibits sensitivity to cooling conditions
�Bi2�; numerical predictions associated with Bi2=0.01, 0.1, 1, 10,
and 100 are shown as data points. Results for Bi2=1000 are nearly
identical to those for Bi2=100 and therefore correspond to Bi2
→� �constant temperature boundaries during Phase 2� and are
labeled “CST.” For any Fo1, all values of �min lie between the

adiabatic and CST results, as expected. For example, heating must
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ccur for Fo1,a=0.92 to achieve �min=0.5 if adiabatic conditions
re applied at Fo1. Alternatively, heating until Fo1,e=1.09 is nec-
ssary to achieve the same value of �min at Fo1, as noted from the
xact results. For CST conditions, Fo1,CST=1.03 would be
equired.

For more intense heating �Fig. 2�c��, �min becomes more sensi-
ive to wall cooling. Now, to achieve �min=0.5, Fo1,a=0.27,
o1,e=0.45, and Fo1,CST=0.39. For Bi1=100 �Fig. 2�d�� cooling
onditions become even more influential, with Fo1,a=0.20, Fo1,e
0.39, and Fo1,CST=0.32 needed for �min=0.5. For Bi1	100, the

urface temperature during heating approaches T�,h, and the lim-
ting case results for Bi1= →� �not shown� are nearly identical to
hose for Bi1=100.

As evident in Fig. 2, �min exhibits an exponential decay with
ime. The curve fits of Table 1 were generated based on approxi-

Fig. 1 Typical thermal response

Fig. 2 Extreme midplane temperatures that develop

and durations: „a… Bi1=0.1, „b… Bi1=1, „c… Bi1=10, „d… Bi1=

94503-2 / Vol. 130, SEPTEMBER 2008
mately 200 simulations and may be used to estimate �min.
The time at which �min is reached may also be important. Val-

ues of Fo2 were found for 0.1�Bi1�1000 and 0.01�Bi2
�1000. Some results for Bi2=0.01, 1, and 100 are shown in Fig.
3. For robust cooling, Fo2→Fo1, as expected. Gentle cooling
�Bi2=0.01� leads to large lag times with Fo2
Fo1. The Fo2 de-
pendence on Bi1 is weak compared to Bi2, as shown for Fo1=1,
Bi2=0.01. The data points at this location correspond to Bi1=0.4,
1, 4, 10, 40, and 100, yielding Fo2 values of 1.53, 1.51, 1.47, 1.43,
1.41, and 1.41, respectively. Hence, a wide range of Bi1 is repre-
sented by this cluster of data, with Fo2 changing by less than 10%
as Bi1 spans the range from lumped capacitance to CST behavior
in Phase 1. The curve fits of Table 2 were generated by analyzing
approximately 200 simulations in the range of 0.1��min�0.9.

r sequential heating and cooling

response to various heating and cooling conditions
fo
in

100
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Discussion
As an example, consider a plane wall characterized by Bi1=6

nd Bi2=0.3. A value of �min=0.4 is desired. How long must
eating last, and when is �min attained?

From Table 1, constants for Bi1=6, Bi2=0.3 may be found,
ielding a=0.93165 �0.92410�, b=1.6566 �1.6783�, and Fo1
0.51 �0.50� when the Bi1 �Bi2� entries are iterated first. From
able 2 with Fo1=0.51, Bi1=6, and Bi2=0.3, Fo2 is in the range

Table 1 Curve fits of the form �min=ae„−

Bi1 Bi2 a b

0.1 All Bi2 1.0059 0.0962

0.4 0 0.99648 0.3515
0.01 0.99598 0.3491
0.1 1.0027 0.3471
1 1.0217 0.3482
10 1.0350 0.3495
100 1.0384 0.3498
1000 1.0307 0.3499

1 0 0.98589 0.7400
0.01 0.98686 0.7339
0.1 0.99215 0.7217
1 1.0196 0.7185
10 1.0468 0.7229
100 1.0539 0.7238
1000 1.0549 0.7241

4 0 0.92635 1.5985
0.01 0.92348 1.5758
0.1 0.93187 1.5276
1 1.0009 1.5177
10 1.0751 1.5443
100 1.0945 1.5506
1000 1.0968 1.5508

10 0 0.8745 2.0414
0.01 0.8759 2.0007
0.1 0.88483 1.9261
1 0.95546 1.8945
10 1.0423 1.9273
100 1.0665 1.9371
1000 1.0908 1.9680

40 0 0.82877 2.3459
0.01 0.82736 2.3065
0.1 0.83754 2.2094
1 0.92656 2.1750
10 1.0331 2.2267
100 1.0617 2.2393
1000 1.0654 2.2409

100 0 0.81833 2.4193
0.01 0.83200 2.4007
0.1 0.84188 2.2968
1 0.91741 2.2344
10 1.0135 2.2721
100 1.0402 2.2824
1000 1.0443 2.2871

1000 0 0.82861 2.4918
0.01 0.81490 2.4282
0.1 0.82528 2.3211
1 0.91143 2.2685
10 1.0169 2.3175
100 1.0460 2.3316
1000 1.0495 2.3327
f 0.62�Fo2�0.88. As a check, Fo1=0.51 �0.50� was specified in

ournal of Heat Transfer
the computer program, yielding �min=0.391 �0.398� at Fo2

=0.742 �0.740�. Hence, the values of �min are in good agreement,
and the predicted value of Fo2 is bracketed by values generated
with Table 2.

From the practical perspective, if �min is assumed to occur at
Fo1, underprediction of �min will result. In the context of defining
a heat treatment process, proper accounting of internal heating
during Phase 2 will reduce the specified value of Fo1, increasing

…. Valid for 0.1›�min›0.9 and Fo1Ð0.05.

�2 Comment

— Based on the average
of the exact, approximate,
and adiabatic responses.

1 Or use Eq. �4�
1.000
1.000
0.9999
0.9999
0.9999
0.9999

1 Or use Eq. �4�
1.000
1.000
0.9998
0.9998
0.9998
0.9998

1 Or use Eq. �4�
0.9999
0.9999
0.9999
0.9998
0.9998
0.9998

1 Or use Eq. �4�
0.9999
0.9999
1.0000
0.9999
0.9998
0.9999

1 Or use Eq. �4�
0.9999
0.9999
0.9999
0.9999
0.9999
0.9998

1 Or use Eq. �4�
0.9996
0.9996
1.0000
0.9998
0.9998
0.9998

1 Or use Eq. �4�
0.9999
0.9999
0.9999
0.9998
0.9998
0.9998
bFo1

7

5
5
4
4
9
6
0

5
5
5
1
5
7
0

productivity and decreasing energy consumption. Obviously, the
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esults presented here are also valid for sequential cooling and
eating operations.

omenclature
a, b, c  constants

Bi  Biot number, hL /k
Fo  Fourier number, �t /L2

h  convection heat transfer coefficient, W /m2 K
k  thermal conductivity, W/m K
L  plane wall half-width, m
t  time, s

ig. 3 Time at which the extreme midplane temperature oc-
urs under various heating and cooling conditions and
urations

able 2 Curve fits of the form Fo2=a+bFo1+cFo1
2. Valid for

.1›�min›0.9 and 0.05ÏFo1Ï3

i2 a b c �2

.01 0.70296 0.79486 0.020453 0.998

.1 0.46274 0.81319 0.020039 0.999
0.24773 0.88160 0.013497 0.999

0 0.13908 0.93395 0.0076446 0.999
00 0.11808 0.94356 0.0065436 0.999
000 0.11836 0.93961 0.0070374 0.999
94503-4 / Vol. 130, SEPTEMBER 2008
T  temperature, K
x  through-plane coordinate direction, m

x*  dimensionless x location, x /L
�  thermal diffusivity, m2 /s

�2  chi-square error
�  dimensionless temperature, �T−T�� / �Ti−T��

Subscripts
a  adiabatic
c  cooling

CST  constant surface temperature
e  exact
h  heating
i  initial

min  minimum
o  midplane location

1,2  first or second phase of heating
�  ambient
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he Effect of a Transition Layer
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low in a three-layer channel is modeled analytically. The chan-
el consists of a transition layer sandwiched between a porous
edium and a fluid clear of solid material. Within the transition

ayer, the reciprocal of the permeability varies linearly across the
hannel. The Brinkman model is used for the momentum equa-
ions for the porous medium layer and the transition layer. The
elocity profile is obtained in closed form in terms of Airy, expo-
ential, and polynomial functions and this is employed to find
nalytically the Nusselt number for fully developed forced convec-
ion with boundaries subject to uniform and constant heat
ux. �DOI: 10.1115/1.2945905�

eywords: transition layer, forced convection, channel, porous
edium

Introduction
Recent developments in the requirement of cooling of elec-

ronic equipment have led to an increased interest in forced con-
ection in a porous medium partly or wholly occupying a channel
see, for example, Nield and Bejan �1��. There is currently a di-
ergence of opinion on the best way to model flow in a fluid
djacent to a porous medium. One way is to employ a single
omain model with a momentum equation of Brinkman type for
he porous medium subdomain and with the Navier–Stokes equa-
ion �the same equation but with the Darcy drag term omitted, and
erhaps with a different viscosity� for the fluid subdomain. At the
nterface, four matching conditions are employed, namely, the
ontinuity of tangential velocity �Darcy seepage velocity in the
orous medium�, normal velocity, tangential stress, and normal
tress. The fact that the expression for the stress that is valid in the
uid is not also valid in the porous medium is often ignored. In
ther words, a jump in tangential stress and normal stress com-
uted from the usual velocity shear is ignored. The method of
veraging over a representative elementary volume gives expres-
ions for the stress jump but these involve empirical coefficients
hat are not easily determined.

A second way is to employ a two-domain model, with a Darcy
omentum equation for the porous medium and with a single

oundary condition replacing the tangential velocity and tangen-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 19, 2007; final manuscript
eceived February 11, 2008; published online July 14, 2008. Review conducted by

eter Vadasz.

ournal of Heat Transfer Copyright © 20
tial stress pair. This boundary condition involves the Beavers–
Joseph boundary condition, something that is usually treated as an
empirical parameter.

A third way was introduced by Nield and Kuznetsov �2�. This is
essentially a three-domain model. They studied unidirectional
flow in a parallel-plate channel consisting of three layers, with a
transition layer sandwiched between a porous medium and a fluid
clear of solid material. They assumed that within the transition
layer, the reciprocal of the permeability varies linearly across the
channel and matches with the outer layers in a continuous fashion.
They used the Brinkman model for the momentum equations for
the porous medium layer and the transition layer. They pointed out
that because there is no jump in permeability at either interface,
there are expected to be negligible jumps of tangential stress at
those interfaces. They obtained expressions for the velocity profile
in each of the three layers in closed form. In the case of the
transition layer, Airy functions were involved.

Nield and Kuznetsov �2� were primarily interested in how the
overall volume flux and the fluid interface friction coefficient cal-
culated on their model compared to those from the two-domain
model employing the Beavers–Joseph boundary condition. In the
present paper, the focus is on heat transfer. The case of fully
developed convection in a channel with boundary walls held at
uniform constant heat flux is studied.

2 Analysis
We consider a parallel-plate channel with unidirectional flow in

the x-direction, and a triple layer with permeability distribution in
the transverse direction as follows.
In Region 1,

1/K = 0 for 0 � y* � �H �1a�

In Region 2,

1

K
=

y* − �H

K0�� − ��H
for �H � y* � �H �1b�

In Region 3,

K = K0 for �H � y* � H �1c�

Here, the asterisks denote the dimensional variables and H is the
channel width.

Thus, Region 1 is a fluid clear of solid material; Region 3 is a
porous medium with constant permeability, while Region 2 is a
transition layer with a linear distribution of the reciprocal of the
permeability, with continuity of permeability at the interface
boundaries. We suppose that there is a uniform and constant nega-
tive pressure gradient G throughout the triple layer domain and
that the Brinkman model is employed in each porous medium
layer. Then the momentum equations for the respective regions
are as follows:

�
d2u1

*

dy*2
+ G = 0 for 0 � y* � �H �2a�

�e2

d2u2
*

dy*2
−

�

K2
u2

* + G = 0 for �H � y* � �H �2b�

�e3

d2u3
*

dy*2
−

�

K3
u3

* + G = 0 for �H � y* � H �2c�

Here, � is the fluid viscosity while �e2 and �e3 are the effective
viscosities. Dimensionless variables are now defined by

y =
y*

�3a�

H
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u =
�u*

GH2
�3b�

nd a Darcy number Da together with viscosity ratios M2 and M3
re defined by

Da =
K0

H2 �4a�

M2 =
�e2

�
�4b�

M3 =
�e3

�
�4c�

quations �2a�–�2c� become

d2u1

dy2 + 1 = 0 for 0 � y � � �5a�

M2
d2u2

dy2 −
1

Da
� y − �

� − �
�u2 + 1 = 0 for � � y � � �5b�

M3
d2u3

dy2 −
u3

Da
+ 1 = 0 for � � y � 1 �5c�

hese equations must be solved subject to the boundary and
atching conditions

u1 = 0 at y = 0 �6a�

u1 = u2 �6b�

nd

du1

dy
=

du2

dy
at y = � �6c�

u2 = u3 �6d�

nd

du2

dy
=

du3

dy
at y = � �6e�

u3 = 0 at y = 1 �6f�

e now introduce the shorthand notation,

�2 =
1

1/3 �7a�

�M2Da�� − ���

94504-2 / Vol. 130, SEPTEMBER 2008
�3 =
1

�M3Da�1/2 �7b�

We also introduce a transformed transverse variable

ỹ = �2�y − �� �8�

and write u2�y��U2�ỹ�. Equations �5a�–�5c� become

d2u1

dy2 + 1 = 0 for 0 � y � � �9a�

d2U2

dỹ2 − ỹU2 +
1

�2
2M2

= 0 for 0 � ỹ � �2�� − �� �9b�

d2u3

dy2 − �3
2u3 +

1

M3
= 0 for � � y � 1 �9c�

The general solutions of these equations are

u1 = c1y + d1 −
y2

2
�10a�

U2 = c2 Ai�ỹ� + d2 Bi�ỹ� +
�

M2�2
2Ni�ỹ� �10b�

and so

u2 = c2 Ai��2�y − ��� + d2 Bi��2�y − ��� +
�

M2�2
2Ni��2�y − ���

�10b��

u3 = c3 exp��3y� + d3 exp�− �3y� +
1

M3�3
2 �10c�

Here, Ni�x� is the function introduced by Nield and Kuznetsov �2�
and defined by

Ni�x� = Ai�x��
0

x

Bi�t�dt − Bi�x��
0

x

Ai�t�dt �11�

and so having the useful property that Ni�0�=Ni��0�=0. The func-
tion Ni�x� is related to the Scorer function Gi�x� �see, for example,
Vallée and Soares �3�� by

Ni�x� = Gi�x� − Bi�x��
0

�

Ai�t�dt = Gi�x� − Bi�x�/3 �12�

Substitution of Eqs. �10a�–�10c� in Eqs. �6a�–�6f� yields the ma-
trix equation

Mx = c �13�

where
M = 	
0 1 0 0 0 0

� 1
− Ai�0�

Ai��2�� − ���
− Bi�0�

Bi��2�� − ���
0 0

1 0
− �2Ai��0�

Ai��2�� − ���
− �2Bi��0�

Bi��2�� − ���
0 0

0 0 1 1 − exp�− �3�1 − ��� − exp��3�1 − ���

0 0
�2Ai���2�� − ���

Ai��2�� − ���
�2Bi���2�� − ���

Bi��2�� − ���
− �3exp�− �3�1 − ��� �3 exp��3�1 − ���

0 0 0 0 1 1


 �14�
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x = 	
c1

d1

ĉ2

d̂2

ĉ3

d̂3


 �15�

c = 	
0

�2/2
�

1

M3�3
2 −

�

M2�2
2Ni��2�� − ���

−
�

M2�2
Ni���2�� − ���

− 1/M3�3
2


 �16�

n writing Eq. �16�, we have used the fact that Ni�0�=Ni��0�=0.
lso, in order to produce a better conditioned matrix, we have

ntroduced the scaling

ĉ2 = c2Ai��2�� − ���, d̂2 = d2Bi��2�� − ���, ĉ3 = c3e�3

�17�
d̂3 = d3e−�3

quantity of interest is the dimensionless mean velocity ū defined
y

ū =�
0

�

u1dy +�
�

�

u2dy +�
�

1

u3dy �18�

ne finds that

ū =�
0

�

u1dy + �2
−1�

0

�2��−��

U2dỹ +�
�

1

u3dy

=
1

2
c1�2 + d1� −

1

6
�3 +

c2

�2
�

0

�2��−��

Ai�t�dt +
d2

�2
�

0

�2��−��

Bi�t�dt

+
�

M2�2
3�

0

�2��−��

Ni�t�dt +
c3

�3
�exp��3� − exp��3���

−
d3

�3
�exp�− �3� − exp�− �3��� +

1 − �

M3�3
2 . �19�

e wrote a FORTRAN code to solve Eq. �13� to obtain the elements
n Eq. �15� and then substitute into Eqs. �10a�–�10c� to obtain the
elocity profile and the mean velocity.

For the case of symmetric constant heat flux boundary condi-
ions, one finds that the thermal energy equation leads to �compare
q. �4.120�, with different notation, in Ref. �1��

d2T̂i

dy2 = − �iûi�y�, i = 1,2,3 �20�

ere, ûi=ui / ū and T̂i= �T*−Tw� / �Tm−Tw� and for shorthand we
ave written

�i =
2Nu

k̃i

�21�

˜ ¯ ¯
ere, ki=ki /k, where k is the mean value of k given by
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k̄ = �k1 + �� − ��k2 + �1 − ��k3 �22�

where ki is the conductivity of the ith layer and the Nusselt num-
ber Nu is defined in terms of the channel width H �rather than the
hydraulic diameter� by

Nu =
Hq�

k̄�Tw
* − Tm

*�
�23�

where

Tm
* =

1

Hū*�
0

H

u*T*dy*

=
1

Hū*��
0

�H

u1
*T1

*dy* +�
�H

�H

u2
*T2

*dy* +�
�H

H

u3
*T3

*dy*�
�24�

ū* =
1

H�0

H

u*dy* =
1

H��
0

�H

u
1
*dy* +�

�H

�H

u
2
*dy* +�

�H

H

u
3
*dy*�

�25�
Since we do not have a closed form expression for the indefi-

nite integral of Ni�x�, we proceed as follows. We write

T̂1y=0 = T10, � dT̂1

dy
�

y=0
= T10�

T̂2y=� = T2�, � dT̂2

dy
�

y=�

= T2�� �26�

T̂3y=� = T3�, � dT̂3

dy
�

y=�

= T3��

The temperature profile functions are

T̂1�y� = T10 + yT10� − �1�
0

y ��
0

	

û1�t�dt�d	 �27a�

T̂2�y� = T2� + �y − ��T2�� − �2�
�

y ��
�

	

û2�t�dt�d	 �27b�

T̂3�y� = T3� + �y − ��T3�� − �3�
�

y ��
�

	

û3�t�dt�d	 �27c�

The temperature gradient functions are

dT̂1

dy
= T10� − �1�

0

y

û1�t�dt �28a�

dT̂2

dy
= T2�� − �2�

�

y

û2�t�dt �28b�

dT̂3

dy
= T3�� − �3�

�

y

û3�t�dt �28c�

The boundary conditions are

T̂1 = 0 at y = 0 �29a�

ˆ ˆ
T1y=� = T2y=� �29b�
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T

w

0

k̃1� dT̂1

dy
�

y=�

= k̃2� dT̂2

dy
�

y=�

�29c�

T̂2y=� = T̂3y=� �29d�

k̃2� dT̂2

dy
�

y=�

= k̃3� dT̂3

dy
�

y=�

�29e�

T̂3 = 0 at y = 1 �29f�

hese lead to the equation

Ny = d �30�

here

N = 	
1 0 0 0 0 0

1 � − 1 0 0 0

0 k̃1 0 − k̃2 0 0

0 0 1 � − � − 1 0

0 0 0 k̃2 0 − k̃3

0 0 0 0 1 1 − �


 �31�

y = 	
T10

T10�

T2�

T2��

T3�

T3��


 �32�

d =	
0

�1�
0

� ��
0

	

û1�t�dt�d	

k̃1�1�
0

�

û1�t�dt

�2�
�

� ��
�

	

û2�t�dt�d	

k̃2�2�
�

�

û2�t�dt

�3�
�

1 ��
�

	

û3�t�dt�d	



= 2Nu	

0

k̃1
−1�

0

� ��
0

	

û1�t�dt�d	

�
0

�

û1�t�dt

k̃2
−1�

�

� ��
�

	

û2�t�dt�d	

�
�

�

û2�t�dt

k̃3
−1�

�

1 ��
�

	

û3�t�dt�d	


 �33�
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Solution of Eq. �30� for y and substitution into Eqs. �27a�–�27c�
followed by substitution into the integral consistency identity

�
0

�

û1T̂1dy +�
�

�

û2T̂2dy +�
�

1

û3T̂3dy = 1 �34�

gives an equation for Nu. We wrote a FORTRAN code to implement
this procedure.

3 Results and Discussion
Our analysis involves a large number of parameters and we

present results for some representative values only. We select the
value unity for each of the viscosity ratios M2 and M3. We con-
centrate on the cases of a “fat transition layer” ��=1 /3, �=2 /3�
and a “thin transition layer” ��=0.49, �=0.51�, and for each of
these layers treat the subcases of Da=1.0, Da=0.01, and Da

Fig. 1 Plots of the Nusselt number as a function of conductiv-
ity ratios for various values of the Darcy number „a… Da=1, „b…
Da=0.01, and „c… Da=0.0002, for a fat transition layer „�=1/3,
�=2/3…
=0.0002, the smallest value for which we could compute. The
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imitation on the computation is related to the fact that in the limit
s �→0, �→1, Da→0 the problem becomes singular; the veloc-
ty profile approaches a 1 /y dependence and the mean velocity
ends to infinity.

Values of the Nusselt number for various values of the other
arameters are plotted in Figs. 1 and 2. The case Da=1 approxi-
ates that for a layer of a fluid clear of solid material. Thus, the

lots for that case show the effect of heterogeneity of thermal
onductivity more or less independently of the hydrodynamic ef-
ect. As expected, the value for the homogeneous situation �k1
k =k �, namely, 4.123, is close to the well known value 70 /17

ig. 2 Plots of the Nusselt number as a function of conductiv-
ty ratios for various values of the Darcy number „a… Da=1, „b…
a=0.01, and „c… Da=0.0002, for a thin transition layer „�=0.49,
=0.51…
2 3

ournal of Heat Transfer
=4.118 for the clear fluid case. The plotted curves have maxima,
illustrating the fact that deviation away from homogeneity gener-
ally leads to a reduction in the value of Nu. Also, as expected, we
see that the amount of reduction for a fat layer is greater than that
for a thin layer.

We also see that when Da becomes small, the effect of conduc-
tivity heterogeneity becomes accentuated. When k1 is less than
both k2 and k3 �the case of relatively low conductivity fluid� the
value of Nu can exceed 70 /17 by a substantial amount.

As expected, the curves plotted in Fig. 2 are flat. For a thin
transition layer, the value of k2 is not important.

4 Conclusion
We have modeled analytically flow in a channel consisting of a

transition layer sandwiched between a porous medium and a fluid
clear of solid material, using the Brinkman model and assuming
that within the transition layer the reciprocal of the permeability
varies linearly across the channel. The Nusselt number has been
obtained for the case where the walls are subject to uniform con-
stant heat flux.

Nomenclature
Da 
 Darcy number, K0 /H2

G 
 applied pressure gradient
H 
 channel width
K 
 permeability

K0 
 reference permeability defined in Eqs.
�1a�–�1c�

k 
 thermal conductivity

k̄ 
 mean value of k

k̃i 
 ki / k̄, where ki is the value of k in layer i �i
=1,2 ,3�

M2 
 viscosity ratio in Region 2, �e2 /�
M3 
 viscosity ratio in Region 3, �e3 /�
Nu 
 Nusselt number

u 
 dimensionless filtration velocity, �u* /GH2

u* 
 filtration velocity
ū 
 dimensionless mean velocity defined in Eq.

�19�
y 
 dimensionless transverse coordinate, y* /H

y* 
 transverse coordinate

Greek Symbols
� 
 parameter defined by Eq. �21�
� 
 position of the interface between Regions 2

and 3
�2 ,�3 
 parameters defined in Eqs. �7a� and �7b�

� 
 fluid viscosity
�e2 
 effective viscosity in Region 2
�e3 
 effective viscosity in Region 3

� 
 position of the interface between Regions 1
and 2
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